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Design, Analysis, and Experiments of Preview Path
Tracking Control for Autonomous Vehicles

Shaobing Xu and Huei Peng

Abstract— This paper presents a preview steering control
algorithm and its closed-loop system analysis and experimental
validation for accurate, smooth, and computationally inexpensive
path tracking of automated vehicles. The path tracking issue
is formulated as an optimal control problem with dynamic
disturbance, i.e., the future road curvature. A discrete-time
preview controller is then designed on the top of a linear
augmented error system, in which the disturbances within a
finite preview window are augmented as part of the state vector.
The obtained optimal steering control law is in an analytic form
and consists of two parts: 1) a feedback control responding to
tracking errors and 2) a feedforward control dealing with the
future road curvatures. The designed control’s nature, capacity,
computation load, and underlying mechanism are revealed by the
analysis of system responses in the time domain and the frequency
domain, theoretical steady-state error, and comparison with the
model predictive control (MPC). The algorithm was implemented
on an automated vehicle platform, a hybrid Lincoln MKZ.
The experimental and simulation results are then presented to
demonstrate the improved performance in tracking accuracy,
steering smoothness, and computational efficiency compared to
the MPC and the full-state feedback control.

Index Terms— Autonomous vehicles, path tracking, preview
control, vehicle dynamics control.

I. INTRODUCTION

AUTONOMOUS vehicles are emerging as a technology
to enhance traffic safety, greater mobility, and liberate

human drivers who are unfit or do not want to drive. In addition
to sensing, perception, decision and planning modules, smooth
and accurate vehicle motion control at the servo-loop level
is also very important, as it directly impacts safety and user
experience [1], [2]. In this paper, we focus on the path track-
ing issue of automated vehicles, which manipulates steering
wheel to guide the vehicle to follow a desired trajectory. The
trajectories can be generated offline a priori or online through
a navigation and path planning algorithm. Accuracy and
smoothness are the two key performance criteria, i.e., smaller
tracking errors (e.g., <15 cm at lateral acceleration <0.3g)
without aggressive steering actions [3].
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Path tracking algorithms usually involve in feedback or opti-
mization control, and some methods have been applied
in [3]–[5]. For instance, Paden et al. [3] surveyed and dis-
cussed the typical path-tracking techniques for self-driving
urban vehicles, including the pure pursuit control, rear/front
wheel based feedback, feedback linearization, control Lya-
punov design, and linear/nonlinear model predictive con-
trol (MPC). Chaib et al. [4] compared the H∞, adaptive,
PID, and fuzzy control for lane tracking by simulations. The
classic MPC strategy was further adopted to design path
tracking controllers for automated vehicles, refer to [6]–[8].
Koubaa et al. [9] designed an adaptive sliding-mode dynamic
control for the path tracking of nonholonomic wheeled
mobile robots. Apart from the above methods used to sta-
bilize tracking errors, Suryanarayanan et al. [10] proposed a
new methodology to stabilize controller for multiple plants
and applied it to fault-tolerant lane-tracking, i.e., failure of
either one of the two lateral error measuring sensors (i.e.,
front/rear magnetometer), which changed the plant model.
Rossetter and Gerdes [11] proposed a driving-safety oriented
feedback controller and achieved bounded tracking errors in
theory.

The aforementioned methods can be roughly classified into
several categories: 1) Model-free control. The system dynam-
ics are regarded as a black-box, and steering commands are
generated based on tracking errors only, e.g., the proportional–
integral–derivative (PID) design [12]. 2) Geometric concept
based control [13]. It uses the kinematics model and geometric
relation to compute the steering commands, e.g., the pure pur-
suit control used in several DARPA Challenge vehicles [14].
This type of methods is simple and works well in many
situations, but may have difficulty around tight curves and at
high speed due to the lack of considering vehicle dynamics.
3) Feedback control without prediction [3], [9], e.g., the afore-
mentioned H∞, adaptive, sliding-mode control. This category
usually utilizes a more accurate system model and has explicit
control laws related to the system dynamics and the instanta-
neous states. Generally, it can achieve stable path tracking but
the future road information is ignored, partially due to the
fact that prediction behaviors are not compatible with these
theory frameworks. 4) MPC methods with prediction [6]–[8],
[15], [16]. The MPC has the ability to forecast future road
shape and take control actions accordingly; it minimizes the
gap between the reference path and the trajectory anticipated
by the vehicle dynamics model in a receding horizon, and then
generates the optimal steering by online optimization [17].
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Based on the system features, it can be marked by linear and
nonlinear MPC. Both of them require solving optimization
problem repeatedly at each control step, which may lead to
heavy computation load and poses challenges in real-time
implementation, especially for the nonlinear MPC. Another
challenge is that the optimization may fail if the initial
values are improper, and the computing time at each step is
unpredictable [17]. As a result, most MPC controllers were
verified by simulations only [7], [15]; a few of them were
verified by experiments, in which a strong computing unit was
required or the problem formulation was simplified [6], [8].

To hold the advantage of forward prediction and to reduce
computational load as well, this paper designs a preview
steering control to address the path tracking issue of auto-
mated vehicles. The concept of preview control was proposed
in 1960s on top of the linear quadratic optimal control;
their difference is that the former can deal with the future
nonlinear disturbance (e.g., the road curvature), while the
latter can’t [18], [20]. In addition, differing from the MPC,
it is capable of directly responding to the future informa-
tion without online numerical optimization [19]. Both the
preview control and the MPC have been leveraged to solve
different challenges. For example, Peng and Tomizuka [21]
proposed a frequency-shaping preview lane-keeping control
algorithm for frequency domain specification and better ride
comfort. Shimmyo et al. [22] proposed their preview con-
troller for biped walking pattern generation of bipedal robots.
Salton et al. [23] designed a preview controller to reduce the
settling time of dual-stage actuators.

The contribution of this paper is the design, analysis,
and validation of preview steering control to achieve accu-
rate, smooth, and computationally inexpensive path tracking
of automated vehicles. More specifically: 1) a discrete-time
preview path-tracking controller with analytical control laws
considering future time-varying road curvatures. It has the
capacity of look-ahead prediction and does not rely on online
optimization. 2) Analysis of closed-loop system responses in
time and frequency domain, theoretical steady-state tracking
errors, and comparison with the MPC. 3) Implementation and
tests of the designed controller on a Mcity automated vehicle
to validate the improved smoothness and accuracy. The control
design, system analysis, and experiments potentially provide
more insights into the path tracking task of automated vehicles.

The remainder of this paper is organized as follows:
Section II presents the vehicle lateral dynamics model and
problem formulation; Section III designs the preview path
tracking control; the closed-loop system is analyzed in
Section IV, and the control implementation and tests are
presented in Section V. Section VI concludes this paper.

II. MODEL OF THE PATH TRACKING SYSTEM

A. Vehicle Lateral Dynamics

An improved single-track (bicycle) dynamics model con-
sidering lateral motion and yaw motion is used to design the
path tracking controller. Fig. 1 shows the schematic diagram
of the vehicle dynamics. The definitions are listed in Table 1.
For normal driving maneuvers, i.e., lateral acceleration is less

Fig. 1. Vehicle dynamics model with a reference trajectory. OXY is the
inertial coordinate system and oxy is the local body-fixed coordinate system.

TABLE I

SYMBOLS AND DEFINITIONS OF THE DYNAMICS MODEL

than 0.3g, we assume the tire slip angles are small; namely,
tire lateral force is proportional to its slip angle [26]. When
tracking a pre-defined trajectory, the vehicle lateral error from
the center of gravity (c.g.) to the reference trajectory is denoted
by ey . The yaw angle error eϕ is defined as

eϕ = ϕ − ϕdes (1)

where ϕdes is the desired vehicle orientation, determined by
the reference trajectory. The counterclockwise is defined as the
positive direction of the angular terms. Given road curvature
cR, the desired yaw rate is

ϕ̇des = vxcR (2)
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where vx is the longitudinal velocity. The derivatives of eϕ

and ey can be expressed as

ėϕ = ϕ̇ − ϕ̇des

ėy = vy + vx eϕ

ëϕ = ϕ̈ − ϕ̈des

ëy = v̇y + vx ėϕ (3)

The vehicle lateral acceleration ay is derived from the force
balance along the y axis:

may = Fyf + Fyr (4)

where Fyf/Fyr is the lateral tire force of the front/rear wheels.
Under the small slip-angle assumption, they are proportional
to the tire slip angles:

Fyf = 2Cαfαf

Fyr = 2Cαrαr

αf = δ − θf ∼= δ − (
vy + lf ϕ̇

)
/vx

αr = −θr ∼= − (
vy − lrϕ̇

)
/vx (5)

where Cαf and Cαr are the cornering stiffness. Substituting
Eqs. (4) and (5) into (3) results in

ëy = 2Cαf

m
δ − 2 (Cαf + Cαr)

mvx

(
ėy − vxeϕ

)
−

[
2 (lfCαf − lrCαr)

mvx
+ vx

] (
ėϕ + ϕ̇des

) + vx ėϕ (6)

The item ϕ̈ in Eq. (3) can be derived from the moment
balance in the yaw direction,

Iz ϕ̈ = lf Fyf − lr Fyr (7)

Substituting Eqs. (5) and (7) into (3) yields

ëϕ = 2lfCαf

Iz
δ − 2 (lfCαf − lrCαr)

Izvx

(
ėy − vx eϕ

)
− 2

(
l2
f Cαf + l2

r Cαr

)
Izvx

(
ėϕ + ϕ̇des

) − ϕ̈des (8)

The dynamics (3), (6) and (8) can be rewritten in the state-
space form, with the states being x = [

ey, ėy, eϕ, ėϕ

]T ∈ R4,
the control input being the front wheel steering angle δ ∈ R,
and regarding the road curvature cR ∈ R as disturbance, i.e.,

ẋ =

⎡
⎢⎢⎢⎢⎢⎣

0 1 0 0

0
−σ1

mvx

σ1

m

σ2

mvx
0 0 0 1

0
σ2

Izvx

−σ 2

Iz

σ3

Izvx

⎤
⎥⎥⎥⎥⎥⎦ x +

⎡
⎢⎢⎢⎢⎢⎣

0
2Cαf

m
0

2lfCαf

Iz

⎤
⎥⎥⎥⎥⎥⎦ δ

+

⎡
⎢⎢⎢⎢⎣

0
σ2

m
− v2

x

0
σ3

Iz

⎤
⎥⎥⎥⎥⎦ cR (9)

where σi is the lumped coefficient, defined as

σ1 = 2 (Cαf + Cαr)

σ2 = −2 (lfCαf − lrCαr)

σ3 = −2
(

l2
f Cαf + l2

r Cαr

)
(10)

B. Formulation of Path Tracking Problem

To facilitate controller design and implementation, the
continuous-time system (9) is converted into a discrete-time
system with a fixed sampling period �τ and the zero-order
holder (ZOH), i.e.,

x(k + 1) = Ax(k) + Bδ(k) + DcR(k) (11)

where A ∈ R4×4, B ∈ R4, and D ∈ R4 are the system
coefficient matrices, and k represents the step sequence.

The path tracking issue is formulated as an optimal control
problem (OCP). An accuracy and smoothness-oriented cost
function over the infinite horizon is designed as

J (x, δ) = 1

2

∑∞
k=0

x T (k)Qx(k) + Rδ2(k) (12)

where Q ∈ R
4×4 and R ∈ R are the positive definite weight

matrices, i.e., Q > 0, R > 0. With a given Q, R should
be tuned at different speed levels to compromise between
accuracy and smoothness. The saturation of control input δ
is formulated as a hard constraint:

δmin ≤ δ ≤ δmax (13)

The problem formulation (12) requires knowledge of road
curvature cR in the infinite horizon. However, the reference
path is usually planned in a limited horizon only, e.g., the lane
markers can be perceived by cameras only in about 150 meters.
Instead of the infinite horizon, a more sensible approach is
to use cR only in a finite interval [k, k + N], where N is
the number of preview steps. Namely, cR ∈ [k, k + N] is
known a priori from digital map or camera, cR beyond the
preview interval are simplified to be zero (i.e., straight road)
for controller design:

cR(i) = 0, i ∈ [k + N + 1,∞) (14)

This strategy works because cR in the distant future has
little effects on the current steering control, which will be
shown in the next Section. Eq. (11)-(14) formulates the path-
tracking problem, a typical constrained OCP with time-varying
disturbance.

III. PREVIEW CONTROLLER DESIGN

A. Fundamental of Preview Control

If the disturbance cR in Eq. (11) is zero and no control
saturation, the lane keeping system (11)-(12) becomes a linear
quadratic regulator (LQR) with

x(k + 1) = Ax(k) + Bδ(k) (15)

This LQR can be solved analytically. However, the challenge
is that the disturbance DcR and control saturation do exist, and
cR is time-varying. Then the problem is actually a constrained
nonlinear OCP. To deal with this challenge, one straightfor-
ward method is to numerically solve the optimization problem
online, e.g., using model predictive control (MPC). However,
it may incur heavy computing load considering the nonlinear
disturbance DcR .
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Different from the time-consuming numerical approach,
the preview control pursues analytical solution by reformu-
lating the original problem. The fundamental is to incorporate
the future disturbances into the state vector and then generate
an augmented LQR problem [18], solving which we can obtain
the analytical optimal solution. It is able to achieve prediction
capacity while very light computation load is required. In other
words, it allows for path-tracking performances similar to the
MPC and computation efficiency similar to the LQR.

B. Formulation of Augmented System

In the following, the path tracking problem is transformed
to an augmented linear quadratic problem. We remove the
system disturbances within the preview window, i.e., cR(i),
i ∈ [k, k + N] in Eq. (11), by incorporating them into the
system state vector. The augmented state X(k) becomes

X(k) =
[

x(k)
CR(k)

]
∈ R

N+5

CR(k) = [cR(k), cR (k + 1) , · · · , cR(k + N)]T (16)

where CR ∈ RN+1 is the incorporated new states. The cost
function and system dynamics then correspondingly become

J (X, δ) = 1

2

∑∞
k=0

XT (k)Q̄X(k) + R̄δ2(k)

s.t. X(k + 1) = ĀX(k) + B̄δ(k)

δmin ≤ δ ≤ δmax (17)

where Q̄ (semidefinite) and R̄ are the augmented weight
matrices, Ā and B̄ are the augmented dynamics matrices. They
are defined as:

Q̄ =
[ Q4×4 O4×(N+1)

O(N+1)×4 O

]
, R̄ ≡ R

Ā =
[

A4×4 D̄4×(N+1)

O(N+1)×4 L(N+1)×(N+1)

]

D̄ = [
D4×1, O4×N

]
, L =

[
ON×1 IN×N

0 O1×N

]

B̄ =
[

B4×1
O(N+1)×1

]
(18)

where the subscripts denote the dimensions of the matri-
ces/vectors, O/I stands for the zero/identity matrix, and L
describes the mapping relation of cR ∈ CR(k).

C. Design of Preview Path Tracking Controller

The system (17) is actually a linear constrained augmented
LQR problem. In the control design, the control constraint is
ignored first and will be considered at the end of this section.
The minimal cost is iteratively updated by

J ∗ [X(k)] = min
δ(k)

{
1

2

[
XT (k)Q̄X(k) + R̄δ2(k)

]

+ J ∗ [X (k + 1)]

}
(19)

The principle of optimality then yields the optimal δ∗(k),

R̄ δ∗(k) + ∂J ∗ [X (k + 1)]

∂X (k + 1)

∂X (k + 1)

∂ δ∗(k)
= 0 (20)

Here we directly present its optimal control δ∗(k):

δ∗(k) = −
(
R̄ + B̄T P̄B̄

)−1
B̄T P̄ĀX(k)

= −KX(k) (21)

and the closed–loop state equation,

X(k + 1) =
(

I + B̄R̄−1B̄T P̄
)−1

ĀX(k)

= βĀX(k) (22)

where K ∈ RN+5 is the feedback gain vector, β = βT is the
lumped matrix, and P̄ is solved from the Riccati equation,

P̄ = Q̄ + ĀT βP̄Ā (23)

Eqs. (21) and (23) deliver the optimal control of the
proposed augmented system. To avoid solving the high-
dimensional Riccati equation (23) and to facilitate imple-
mentation, the control law can be further streamlined by
decoupling the original states x(k) and the augmented states
CR(k)—the previewed road curvature. Here we divide the
matrix P̄ into four sub-matrices:

P̄ =
[

P Pc

Pc P22

]
(24)

Then Eq. (23) can be rewritten as[
P Pc

Pc P22

]
=

[Q O
O O

]
+

[
A D̄

O L
]T

×
(

I +
[

B

O

]
R−1

[
B

O

]T

P̄

)−1

P̄

[
A D̄

O L
]

(25)

and further simplified to[
P Pc

− −
]

=
[Q + ζPA ζ

(
PD̄ + PcL

)
− −

]
(26)

with ζ = AT
(
I + PBR−1BT

)−1
.

Based on Eq. (26), we can solve the matrix P by

P = Q + ζPA (27)

As well as Pc by

Pc = ζ
(
PD̄ + PcL

)
(28)

Note that Eq. (27) retains the same form with Eq. (23); it
is actually the Riccati equation of the original system without
the preview module. Considering the special structure of D̄

and L in Eq. (18), i.e., only the first column of D̄ is non-zero,
and L is composed of an identity matrix and zero matrices,
we partition the matrix Pc into (N + 1) sub-column-vectors,
denoted by ℘i . Then the following relation can be obtained
from the first column of Eq. (28):

℘1 = ζPD (29)

The other columns are determined by the following iteration
arising from the sub-identity-matrix in L, i.e.,

℘i+1 = ζ℘i = ζ i+1PD, i ∈ [1, N] (30)
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Fig. 2. Feedforward gains of preview control at different speed levels.

The results of Eqs. (27) and (30) allow us to formulate the
control laws. Substituting them into Eq. (21) generates the
optimal control:

δ∗(k) = −Kb x(k) − KfCR(k)

Kb =
(
R + BT PB

)−1
BT PA

Kf =
(
R + BT PB

)−1
BT (

PD̄ + PcL
)

(31)

or

Kf,i =
(
R + BT PB

)−1
BT ζ i−1PD

where i ∈ [1, N + 1]; Kb is a 4-dimension vector; Kf is a
(N + 1)-dimension vector corresponding to the previewed road
curvatures. In Eq. (31), the optimal control law consists of two
parts: 1) feedback action of the system states, i.e., the path
tracking errors; 2) the second part deals with the future road
curvatures, thus it is called the feedforward action. This term
enables preparative steering adapting to the upcoming road
curvatures and allows for filtered control behaviors reacting to
sudden changes in road shape, thus it improves the tracking
accuracy as well as the steering smoothness.

To better understand Kf , its profiles at 8 m/s and 15 m/s
are plotted in Fig. 2. The gains decrease as the preview
step increases; namely, the impact of road curvature becomes
weaker gradually and then converges to zero. Note that beyond
a certain step, the gains become negative. These negative gains
will lead to reverse actions, e.g., the steering wheel turns right
even if the vehicle needs to turn left [21], because the negative
gains actually incur the non-minimum phase feature to the
closed-loop system. For the studied system, the gains beyond
50 steps (2 sec) at 8m/s and 30 steps (1.2 sec) at 15 m/s have
approached to zero, implying that 2 seconds is a long enough
preview horizon.

Substituting the control law (31) into the system dynamics
(11), we have

x(k + 1) = (A − BKb) x(k) + (
D̄ − BKf

)
CR(k) (32)

If the preview part BKf is removed, the controller
degenerates to a full-state feedback control, or a

proportional–derivative (PD) control, i.e.,

δ∗(k) = −Kb x(k)

x (k + 1) = (A − BKb) x(k) + DcR(k) (33)

This full-state feedback control is the solution of the original
LQR problem without preview strategy. It shares the same
feedback gains with the preview control, and is set as a
benchmark in the following analysis and experiments.

Considering the control saturation, i.e., δ ∈ [δmin, δmax],
the maximum principle is applied to obtain the optimal
solution under constraint. For the augmented linear quadratic
problem (17), the Hamiltonian H is

H = 0.5
[
XT (k)Q̄X(k) + R̄δ2(k)

]
+ λT (k + 1)

[
ĀX(k) + B̄δ(k)

]
(34)

This equation shows that H is a quadratic convex function
with respect to δ(k). To minimize H, the optimal control δ(k)
is the boundary of [δmin, δmax] if δ∗ /∈ [δmin, δmax], i.e.,

δ(k) =

⎧⎪⎨
⎪⎩

δ∗, δ∗ ∈ [δmin, δmax]
δmax, δ∗ > δmax

δmin, δ∗ < δmin

(35)

Note that the real road radius is usually much higher than the
vehicles’ minimal turning radius (about 6 m), except for the
low-speed operations such as parking and U-turns. Thus the
control saturation does not occur frequently.

IV. CLOSED-LOOP SYSTEM ANALYSIS

To better understand the natures of the designed preview
path-tracking control, in this section we analyze the control
stability, system responses in both the time and frequency
domain, and comparison with the MPC.

A. Closed-Loop System Stability

Although the preview control law (31) is totally different
from the typical LQR solution, the augmented problem (17)
is essentially a constrained LQR problem; thus the system
stability can be guaranteed in theory. However, a concise proof
is given below. Define a state-related Lyapunov function V:

V [X(k)] = XT (k)P̄X(k)

V [0] = 0, V [X(k)] > 0, X(k) �= 0 (36)

The increment of V [X(k)] between two adjacent steps is

�V(k) = −XT (k)
(
Q̄ + K T R̄K

)
X(k) (37)

Since Q̄ is a positive semi-definite matrix and R̄ > 0, thus
�V < 0. Namely, the preview path-tracking system has
asymptotic stability. This conclusion further implies that [25]

|λi (ζ )| < 1 (38)

where λi is the eigenvalue of matrix ζ . This result explains
why Kf,i in Eq. (31) is converging to zero as i increases
in Fig. 2.
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Fig. 3. System responses to step road curvatures. The vehicle runs along
a straight road and then enters a circle with a radius of 100m. The vehicle
speed is 15 m/s, the preview time is set to 0.4s, 2s, and 6s respectively for
comparison.

B. Step Response in the Time Domain

Fig. 3 demonstrates the responses of the designed pre-
view controller to a step road curvature. The road consists
of a straight section and a curve with a constant radius
of 100 meters. The preview horizon is set to 0.4s, 2s, and 6s,
respectively. The results of the full-state feedback controller
(33) without preview steering are also presented in Fig. 3.

It can be seen that the preview controller takes actions ahead
of entering the curve, while the feedback control works only
after entering the curve and suffers from higher overshoot.
The steady-state steering angles δ of the two controllers are
roughly identical, because they are following the same curve.

The steady-state lateral displacement ey of the preview
control decreases as the preview horizon increases. The control
with 2s horizon already achieved the similar performance with
the results of 6s, i.e., smooth steering operation and near-zero
steady-state ey . The full-state feedback control has a much
higher steady-state ey , i.e., 18 cm in this case. Their steady-
state yaw angle errors eϕ are the same but nonzero.

C. Theoretical Steady-State Error

To better understand the above path-tracking errors, here
we explore the theoretical steady-state errors of the preview
control. Applying Z-transformation to Eq. (32) yields

X(z) = (z I − A + BKb)
−1 (

D̄ − BKf
)
C(z) (39)

where X and C are the z-transformation of x and CR . Applying
the final value theorem to Eq. (39) yields the steady-state error
xs of the discrete closed-loop system:

xs = lim
k→∞ x(k) = lim

z→1
(z − 1) X(z) (40)

Assuming that the vehicle runs along a circle with constant
curvature cR , then

C(z) = z

z − 1
cRZ, Z =

[
1, z, · · · zN

]T
(41)

Substituting Eq. (41) into (40), we get the steady-state errors:

xs = (I − A + BKb)
−1 (

D̄ − BKf
)

I(N+1)×1cR

= (I − A + BKb)
−1 (

DcR + Bδp
)

=

⎡
⎢⎢⎢⎢⎢⎢⎣

1

Kb,1

(
δp − Kb,3eϕ − LcR − ς

)
0

cR

(
lfmv2

x

2Cαr L
− lr

)
0

⎤
⎥⎥⎥⎥⎥⎥⎦

(42)

where δp is the lumped feedforward steering, Kb,i means the
i -th feedback gain, L is the wheelbase, and ς is a constant.
Based on Eq. (42) and Fig. 3, two points are noted:

1) The steady-state eϕ is independent of both the preview
action δp and the feedback action Kb , because it con-
verges to the vehicle slip angle. For a given vehicle,
it varies from negative to positive as vehicle speed vx

increases (assuming cR > 0). At a certain vx , e.g.,
16.2 m/s for the studied vehicle, the steady-state eϕ is
zero. A smaller road radius always incurs a higher eϕ .

2) The preview control can achieve zero steady-state ey

with well-matched δp and Kb,3. A higher Kb,1 always
leads to a lower steady-state ey . For the feedback
control without δp , the gain Kb,3 directly affects the
system performance. When setting Kb,3, tradeoff does
exist between faster response and accuracy. A major
advantage of the preview action is that it can avoid the
tradeoff by introducing δp, a new degree of freedom for
lower steady-state ey . The steady states ėy and ėϕ are
zero in theory, which accords with the results in Fig. 3.

D. System Response in the Frequency Domain

To obtain insight into how the preview steering affects
path tracking performance, the frequency-domain analysis
is explored in this section. Applying Z-transformation to
Eq. (32), we generate the transfer function G(z) from road
curvature to path tracking errors:

G(z) = (z I − A + BKb)
−1 (

D̄ − BKf
)
Z (43)

The term (z I − A + BKb)
−1, the characteristic polynomial

that determines the system poles, does not involve the feedfor-
ward control Kf , meaning that the preview steering will not
change the system stability and poles. If the preview action
is removed, the transfer function of the full-state feedback
control is

G(z) = (z I − A + BKb)
−1 D (44)

The two controllers’ frequency responses are presented
in Fig. 4, in which we have the following observations:

1) The preview control is able to suppress the amplitudes
of all system states or path tracking errors, but only in
a limited frequency range. Beyond a certain frequency,



54 IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS, VOL. 21, NO. 1, JANUARY 2020

Fig. 4. Closed-loop system responses in the frequency domain. The four subfigures show the frequency response w/ and w/o preview steering; only the
amplitudes are presented, while the phases are omitted. The vehicle speed is 15 m/s, the preview horizon is set to 0.4s, 2s, and 6s, respectively.

the preview control has the same response with the
feedback control without preview steering.

2) The yaw angle error eϕ is not improved at either very
low or very high frequency. In the low-frequency range,
eϕ actually converges to the steady-state error, i.e.,

eϕ = cR

(
lfmv2

x

2Cαr L
− lr

)
(45)

3) Preview horizon significantly affects the frequency
responses. A too short horizon, e.g., 0.4s at 15 m/s, will
weaken the suppression of tracking errors. The control
with 2s preview horizon achieved similar performance
with the control under a much longer horizon (6s).
Therefore, the preview horizon is set to 2 seconds for
the following experiments in this paper.

E. Comparison With Model Predictive Control

As mentioned in the introductory section, the MPC method
is also widely used for path tracking control [6]–[8]. In this
subsection, we compare the preview control with the MPC
to understand their performances in tracking accuracy and
computation load.

The MPC problem to be solved is designed as follows:

min
δ(i)

J (k) = 1

2

∑k+N

i=k
x T (i)Qx(i) + Rδ2(i)

s.t. x(i + 1) = Ax(i) + Bδ(i) + DcR(i)

δmin ≤ δ ≤ δmax (46)

Note that the predictive horizon [k, k + N], sampling period
�τ , Q, and R are the same with the preview control. This
is a typical high-dimension nonlinear convex optimization
problem, with δ(i), i ∈ [k, k + N] being the variables to be
optimized. In this paper, the classic interior point algorithm
is applied to numerically solve the optimization problem [27];
the initial values are set as the optimal solution of the previous
step. In the simulation, the road curvature consists of a step
section and a sinusoidal section, as shown in Fig. 5 (a).

The control results of MPC and preview control are shown
in Fig. 5 (b)-(f), based on which their control accuracy and
computation load are then compared:

1) The MPC and the preview control achieved almost
the same tracking accuracy/behaviors if the predictive
horizon is adequate. Under the same predictive horizon,
i.e., 2 seconds, the steering commands and tracking
errors of MPC highly coincide with the results of pre-
view control, as shown in Fig. 5 (b)-(e). As mentioned
in Section III.B, the road curvatures in the distant future
have little effects on the current control. If we ignore
the system behaviors beyond 2s, the preview control
essentially equals the MPC control, i.e., achieving the
same optimal solutions that minimize the same cost
functions. If the preview horizon is not long enough,
e.g., 0.4s, the obtained results then deviate from the
optimal, and the two controllers’ behaviors also become
different. In this case, the preview control achieved lower
tracking errors than the MPC.

2) The preview control is more computationally efficient
than the MPC. As shown in Fig. 5 (f), using the same
Matlab and laptop with Intel i7-4510U CPU, the com-
putation time of MPC is about 0.6/0.1 seconds for each
step when predicting 50/10 steps; while the preview
control only costs less than 5 milliseconds, includ-
ing solving the Riccati equation (27) online, although
it can be solved offline. It should be emphasized:
(i) the computing efficiency of MPC depends on various
factors, e.g., prediction steps, initial values, and the
applied optimization algorithm. Fewer prediction steps
(lower dimensions) and other optimization algorithms
may further cut down the computation load. Even so,
the preview control with analytical laws should be more
flexible than the MPC control for online implementa-
tion, especially for an automated vehicle with limited
computing resources. (ii) The MPC also has its own
unique advantages—highly flexible in problem formula-
tion. For example, nonlinear constraints/dynamics and
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Fig. 5. Comparison between the MPC and preview control for path tracking.

even path planning tasks can be integrated into one
unified optimization problem. Thus the preview control
and the MPC can be applied to different challenges
dominated by computational efficiency or flexibility in
problem formulation.

V. EXPERIMENTAL RESULTS

A. Vehicle Platform and Testing Track

An automated vehicle platform—a Hybrid Lincoln MKZ
shown in Fig. 6, is used to implement and test the proposed
preview path-tracking controller. It is equipped with a high-
precision RTK 3003 module from Oxford Technical Solutions
and an Inertial Measurement Unit (IMU). These sensors enable
us to measure the vehicle position, lateral speed, yaw angle
ϕ, and yaw angle rate ϕ̇ directly. By-wire control allows for
automation of the steering wheel, throttle, brake, and transmis-
sion. The preview controller is implemented in C++ under
Linux. The developed software HMI is shown in Fig. 7. The
vehicle longitudinal speed is maintained by a PID controller.
The test is conducted inside Mcity, a test facility operated
by the University of Michigan. The test track is also shown
in Fig. 6.

B. Control Performance

Three typical scenarios are used to assess the controllers,
as shown in Fig. 8: I) urban loop with repeated left turn;
II) sinusoidal driving; III) shuttle loop, which contains two
straight sections connected by turning-around sections with
varying curvatures. These three scenarios contain trajectories
with zero, step, sinusoidal, and arbitrary curvatures, and are
intentionally selected to challenge the designed path-tracking
controllers. The full-state feedback control (33) without pre-
view actions is also implemented online and used as the
benchmark. The two different controllers share the same cost

Fig. 6. Automated testing vehicle (a hybrid MKZ) and testing field (Mcity).

Fig. 7. Developed path-tracking control software HMI.

Fig. 8. Three testing scenarios.

function (Q and R) for fair comparisons. In the tests, a human
driver sat on the driving seat and monitored the system, but
all the steering wheel, brake/throttle pedals, and transmission
are controlled by the developed software. The road surface
is clean and dry but not completely horizontal, i.e., uncertain
environmental disturbances such as road bank angle and slope
do exist.

1) Urban Loop: As shown in Fig. 8, the path of Scenario
I consists of four straight lines and four quarter circles, with
suddenly-changed road curvature. The start point is marked
by a triangle. The radii of the quarter circles are set to 18,
24, 22 and 20m; the step curvature cR is shown in Fig. 9.
The vehicle speed is set to 3.5 m/s and 5.5 m/s (20 km/h),
which represents the mild and aggressive turning operations,
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Fig. 9. Experimental results of urban loop at 3.5 m/s and 5.5 m/s. (a) Control results with vehicle speed = 3.5 m/s. (b) Control results with vehicle
speed = 5.5 m/s.

respectively. Note that although the vehicle speed is not very
high in this scenario, the resulted maximum lateral acceleration
could be aggressive (1.1 and 3.26 m/s2), because of the small
road radius and the step change of road curvature, which
differs from the normal smooth driving trajectory. The control
results are also shown in Fig. 9. It can be seen that

a) The preview control achieved smoother steering and
better ride comfort: In Fig. 9 (b) with vx = 5.5 m/s,
the steering overshoot of the feedback control is about 40%;
while the preview control with the same feedback gains suffers
about 10% overshoot only and achieves faster convergence,
benefiting from the preemptive preview actions before enter-
ing or leaving the curve. The lateral acceleration also shows
the improved smoothness and ride comfort.

b) The preview control achieved better tracking accu-
racy: The maximum ey is reduced by about 60%, com-
pared with the feedback control. The preview or feedforward
steering contributes about 50% of the total steering, shown
as the green area in Fig. 9. The steady-state eϕ is non-
zero as analyzed in Section IV.C; its feedback generates
about 40% steering, shown as the yellow area. The remaining
10% is largely due to the feedback action of ey . In the
feedback control where the preview steering is removed,
then about 60% total steering has to be generated by ey ,
ending up with the shown worse tracking accuracy. In the
experiments, the path tracking accuracy is also affected by
other various factors, such as model mismatch, time delay,
sensor accuracy, and disturbances from road slope and bank
angle.

TABLE II

VEHICLE PARAMETERS

We notice that before entering/leaving the curve, the steering
wheel of preview control is turned to the opposite direction
first and then to the correct direction. As mentioned in Fig. 2,
this reverse action is caused by the negative feedforward
gains, which incur the non-minimum phase feature to the path
tracking system.

2) Sinusoidal Driving: The trajectory is a sine curve similar
to the path of repeated lane changes. The amplitude of the sine
curve is set to ±2 meters; the period is set to 20π meters. The
minimal road radius is 50 m. The maximal vehicle speed is
about 40 km/h, so that the duration of each lane change is
about 3s, with the maximum lateral acceleration being around
2.5 m/s2. This setting is slightly more aggressive than the
typical lane changes in the real-world driving, which usually
last for 4-8 s.
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Fig. 10. Experimental results of sinusoidal movement. The vehicle longitudinal speed is 10 m/s. The minimal road radius is 50m.

Fig. 11. Experimental results of the shuttle loop.

The two controllers’ results are shown in Fig. 10. Similar
to Scenario I, the feedforward action of the preview control
contributes about 50% steering. The dynamic ey and eϕ of the
preview control reduced about 1/2 and 2/3 compared to the
full-state feedback controller.

Their lateral acceleration profiles are almost identical
because the dominant factors, i.e., vehicle speed and yaw rate,
are at the similar levels. The asymmetry of the ey/eϕ profile

can be found in Fig. 10, which is mainly caused by the road
bank angle, i.e., about 1.5 degrees in this case.

3) Shuttle Loop: In this scenario, the vehicle travels through
a highway section and two turning-around sections with vary-
ing curvature. The minimum radius is about 10 meters. The
vehicle longitudinal speed fluctuates between 0 and 60 km/h,
in accordance with the road curvature, which differs from
the constant speed used in the previous two scenarios. The
maximum speed 60 km/h is limited by the length of the testing
track.

The experimental results are shown in Fig. 11. The two
controllers’ tracking errors ey in the straight sections are
around 8 cm and eϕ are about 0.8 degrees. In the turning
section, the tracking error ey of the preview control is reduced
by 70% due to the feedforward steering. The non-minimum-
phase action is not observed here because of the smooth
curvature profile.

VI. CONCLUSIONS

In this paper, a discrete-time preview steering controller
was designed, analyzed, and experimentally verified for the
servo-loop path tracking control of automated vehicles. This
controller incorporated the time-varying disturbance, i.e., road
curvatures, within a finite preview window into the state
vector, and formulated an augmented linear quadratic problem.
By solving this augmented problem, the optimal and analytical
steering control law is thus obtained. It consisted of two
parts: a feedback control to stabilize tracking errors and a
feedforward control to directly respond to the upcoming road
curvatures without online optimization. This control has look-
ahead prediction capacity and achieved the similar tracking
accuracy and smoothness with the MPC while the computing
load was at the level of LQR control. The responses in the
time and frequency domain showed that the preview opera-
tion endues the controller with error suppression. Compared
with the MPC, the similar control behaviors and improved
computational efficiency are observed; their main superiorities
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fall into high computing efficiency and flexibility in problem
formulation, respectively. The controller was implemented on
an automated Lincoln MKZ and tested in three scenarios.
Much lower tracking errors and smoother steering operations
were observed when compared to the feedback controller. The
design method, system analysis, and experimental verifica-
tion presented in this paper are potential to help developers
to design or improve path-tracking controller for automated
vehicles. The consideration of system delay and robustness to
disturbances of sensors and road will be further explored in
the future work.
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