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Abstract—This paper presents a unified pseudospectral compu-
tational framework for accurately and efficiently solving optimal
control problems (OCPs) of road vehicles. Under this framework,
any continuous-time OCP is converted into a nonlinear program-
ming (NLP) problem via pseudospectral transformation, in which
both states and controls are approximated by global Lagrange
interpolating polynomials at Legendre–Gauss–Lobatto (LGL) col-
location points. The mapping relationship between the costates of
OCP and the KKT multipliers of NLP is derived for checking
the optimality of solutions. For the sake of engineering practice,
a quasi-Newton iterative algorithm is integrated to accurately cal-
culate the LGL points, and a multiphase preprocessing strategy is
proposed to handle nonsmooth problems. A general solver called
pseudospectral OCP solver (POPS) is developed in MATLAB envi-
ronment to implement the computational framework. Finally, two
classic vehicle automation problems are formulated and numer-
ically solved by POPS: 1) optimization of ecodriving strategy in
hilly road conditions; and 2) optimal path planning in an overtak-
ing scenario. The comparison with an equally spaced direct method
is presented to show the effectiveness of this unified framework.

Index Terms—Ecodriving, intelligent vehicle, optimal control,
path planning, pseudospectral (PS) method.

I. INTRODUCTION

A S customers become more demanding on comfort, safety,
and efficiency, road vehicles gain more popularity in terms

of automation, electrification, and hybridization [1], [2]. One
common question is how to design optimal strategies to maxi-
mally enhance some performances of road vehicles. This ques-
tion becomes more challenging due to the nonlinearity and
uncertainty of vehicle dynamics, limited computing resources
of control units, time-varying road/traffic conditions, etc. In au-
tomotive engineering, typical optimal control examples include
power management for hybrid electric vehicles (HEVs)/electric
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vehicles [3], [4], optimal control for active suspensions [5]–
[7], trajectory optimization for automated vehicles [8], fuel-
optimized ecodriving assistance [9], etc. The power manage-
ment for HEV is referred to dynamically optimizing the split
of power between thermal and electrical paths, in pursuit of
energy-saving for vehicle driving [1]. Active suspensions are
in the sense to achieve optimal performance of ride and han-
dling via dynamically manipulating stiffness and damping of
suspensions in response to vehicle motions and road conditions
[5]. The trajectory planning for automated vehicles concerns the
real-time optimization of vehicle routes to accomplish the des-
ignated driving tasks [8]. The fuel-optimized ecodriving assis-
tance aims to reduce fuel consumption by dynamically adjusting
throttle angle, transmission gear ratio, and brake pressure in ac-
cordance with constraints on traffic conditions, road conditions,
and the ability of vehicles [9].

In essence, obtaining the aforementioned optimal strategies
is associated with optimal control problems (OCPs). Namely,
it aims to minimize the given performance index of a dynamic
system by manipulating control inputs. The main methods to
obtain optimal strategies for both ICE-based and e-Powertrain-
based road vehicles include Pontryagin’s minimum principle,
dynamic programming, and traditional direct method (TDM)
[1], [5], [10]–[13]. Pontryagin’s minimum principle falls into
the category of indirect methods, and it gives the first-order
necessary condition in the form of boundary value problems.
When dealing with nonlinearities and complex constraints, this
method is often incapable of obtaining optimal solutions in an
efficient manner [14]. Dynamic programming is widely applied
to OCPs that are difficult to be solved analytically; however, this
method suffers from the curse of dimensionality and has low
computational efficiency [12], [13], [15]. The TDMs, such as
shooting methods and collocation methods, are also widely used
for handling complex problems in automation, hybridization,
and electrification of road vehicles. Compared to the TDMs, the
pseudospectral (PS) method is more attractive due to its merits
on high accuracy, lower sensitivity to initial value and faster
convergence [16].

In 1995, Elnagar et al. first introduced the concept of the
PS method into optimal control community [17]. Since 2000,
Fahroo, Ross, Gong, Rao et al. intensively studied the PS
method, and obtained a series of important achievements, e.g.,
the existence of optimal solution, covector mapping theorem,
convergence rate theorem, and principles for choosing the con-
sistency parameter and the interpolation weight function [16],
[18]–[21]. The main idea of the PS method is to approxi-
mate state and control variables through a finite order of global
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interpolating polynomials and convert the OCP into a nonlinear
programming (NLP) problem at orthogonal collocation points
[16], [17]. The formulated NLP problem has been shown to
converge to the original OCP in spectral accuracy [22]. For
any infinitely differentiable function, the spectral accuracy is
O(N−m ) for every m ∈ Z+ , where N denotes Nth-order ap-
proximation. For any analytic function, the convergence will
be faster at the rate of (cN ) for some constant 0 < c < 1 [23].
Nowadays, the PS method has been successfully applied to prob-
lems in aerospace engineering. Some PS-based OCP solvers are
also commercially available for researchers, e.g., DIDO by Ross
et al. [24], GPOPS by Rao et al. [25], PSOPT by Becerra et al.
[26], and PROPT by Tomlab Optimization [27].

There are several typical PS methods: Chebyshev pseu-
dospectral method (CPM), Legendre pseudospectral method
(LPM), Gauss pseudospectral method (GPM), and Radau
pseudospectral method (RPM). The CPM adopts Chebyshev–
Gauss–Lobatto points to discretize states/inputs and uses
Clenshaw–Curtis quadrature for numerical integration [28]. The
LPM, GPM, and RPM use Lagrange interpolating polynomials
to approximate states and control variables and Gaussian inte-
gral to calculate cost functions. The major difference among the
three methods is the selection of collocation points, but all three
kinds of points are calculated based on Legendre polynomial
[17], [29], [30]. The comparison of the performance of LPM,
RPM, and GPM indicates that Gauss and Radau methods have
similar computational accuracy, and they have better costate es-
timation capabilities than the Legendre method [32]. However,
the Legendre method has better performance for OCPs with
fixed boundary conditions, while Gauss and Radau methods
may not converge [16], [31].

The main contribution of this paper is to develop a unified
computational framework and software package aiming to ef-
ficiently calculate different types of OCPs arising from auto-
motive engineering. The computational framework is based on
the LPM and three new improvements, i.e., 1) performing the
costate estimation for a more general OCP with a Bolza-type
performance index and both equality and inequality constraints;
2) adopting a quasi-Newton iterative algorithm to efficiently
calculate collocation points; and 3) proposing a method to seg-
ment and transform nonsmooth problems. In Section II, we
introduce the framework to solve OCPs. In Section III, we dis-
cuss some important implementation issues of LPM, including
costate estimation, accurate calculation of Legendre–Gauss–
Lobatto (LGL) points, multiphase preprocessing for nonsmooth
problems; a MATLAB environment-based software package is
also developed. In Section IV, we apply the developed software
package to solve two typical vehicle automation problems, i.e.,
ecodriving problem and path planning problem. The perfor-
mance of this unified framework is finally compared with a
traditional equally spaced direct method.

II. COMPUTATIONAL FRAMEWORK OF THE LPM

In automotive engineering, many problems aim to find an op-
timal control law u (t) ∈ RNu to minimize a designed perfor-
mance index. For example, in economical automation systems,

we usually take the engine torque or acceleration as the control
inputs and expect finding an optimal solution to minimize fuel
consumption for a specific driving task. Other similar problems
include the charge/discharge management of batteries, energy
distributions for HEVs, optimizations of the stiffness and resis-
tance for active suspensions, and path planning for automated
vehicles. All these practical problems can be expressed by a
general Bolza-type OCP with terminal constraints, equality and
inequality path constraints, i.e.

min
u(t)

J = ∅ (x (tf ) , tf ) +
∫ tf

t0

G (x (t) ,u (t) , t) dt (1)

subject to

ẋ (t) = f (x (t) ,u (t) , t)
ϕ (x (t0) ,x (tf ) , t0 , tf ) = 0
Ceq (x (t) ,u (t) , t) = 0
C inq (x (t) ,u (t) , t) ≤ 0

where t ∈ R denotes the time, x ∈ RNx denotes the state vec-
tor, u ∈ RNu denotes the control vector, f(·) denotes the state
space function, ∅(·) denotes the Mayer performance index, G(·)
denotes the Lagrange performance index, ϕ(·) denotes the ini-
tial and terminal constraints, Ceq(·) and C inq(·) denote the
equality and inequality path constraints, respectively.

Using the PS transformation, we approximate both state and
control variables by Lagrange interpolating polynomials at the
LGL points. The state-space equations are represented as equal-
ity constraints. The integral of cost function is calculated by the
Gauss–Lobatto quadrature rule. Then, the OCP is converted into
a NLP problem, which can be solved by available optimization
solvers. The detailed framework is described next.

Step 1: Time-domain transformation. For the sake of simplic-
ity, we first transform the time domain [t0 , tf ] to the canonical
interval [−1, 1]:

τ = (2t − tf − t0) / (tf − t0) , τ ∈ [−1, 1] . (2)

Step 2: Collocation and discretization. For PS methods, the
collocation points often come from the roots of orthogonal poly-
nomials, which help avoid the Runge phenomenon. Let PN (τ)
denote the N-order Legendre polynomials [17], defined as

PN (τ) =
1

2N N !
dN

dτN
(τ 2 − 1)N . (3)

The LGL points are defined as τ0 = −1, τN = +1, and τk be-
ing the roots of ṖN (τ) for k = 1, 2, . . . , N − 1. Clearly, these
(N + 1) LGL points are also the roots of (1 − τ 2)ṖN (τ). Ac-
curate calculation of LGL points is important to successfully
implement the PS transformation. However, there is no explicit
formula to compute the roots of ṖN (τ). Instead, we intro-
duce an iterative numerical algorithm to compute these roots in
Section III-B.

The state vector x (τ) and control vector u (τ) are discretized
at points {τ0 , τ1 , . . . , τN}. The discretized state vectors are de-
noted by {X0 ,X1 , . . . ,XN} and the discretized control vec-
tors are denoted by {U 0 ,U 1 , . . . ,UN}, where X i = x (τi) and
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U i = u (τi). Then, we approximate x (τ) and u (τ) by

x (τ) ≈ X (τ) =
N∑

i=0

Li (τ) X i

u (τ) ≈ U (τ) =
N∑

i=0

Li (τ) U i

(4)

where Li (τ) denotes the Lagrange interpolating basis function

Li (τ) =
N∏

j=0,j �=i

(τ − τj ) / (τi − τj ) . (5)

Step 3: Transformation of state space equation. The states are
essentially approximated by interpolating polynomials. Then,
the differential operation of states can be approximated by the
differential operation on Lagrange bases, denoted as

ẋ (τk ) ≈ Ẋ (τk ) =
N∑

i=0

L̇i (τk ) X i =
N∑

i=0

DkiX i , (6)

where k = 0, 1, 2, . . . , N and D = {Dki} ∈ R(N +1)×(N +1)

denotes the differentiation matrix [16], defined as

Dki =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

PN (τk )
PN (τi )(τk −τi )

, i �= k

−N (N + 1) /4, i = k = 0.

N (N + 1) /4, i = k = N

0, otherwise.

(7)

Then, the state space equation can be converted as the fol-
lowing (N + 1) equality constraints at LGL points,

N∑
i=0

DkiX i −
tf − t0

2
f [Xk ,U k , τk ] = 0. (8)

Step 4: Transformation of performance index. The perfor-
mance index is transformed using the Gauss–Lobatto quadrature
rule

J = ∅ (XN , τN ) +
tf − t0

2

N∑
k=0

wkG(Xk ,U k , τk ), (9)

where w denotes the integration weight, defined as

wk =
∫ 1

−1
lk (τ)dτ =

2
N(N + 1)P 2

N (τk )
. (10)

The Gauss–Lobatto quadrature is critical to the accuracy
of transforming the integral. The residual in Gauss–Lobatto
quadrature is [33]

RN +1 =
− (N + 1) N 322N +1 ((N − 1)!)4

(2N + 1) ((2N)!)3 G2N (ξ) . (11)

Thus, by using (N + 1) LGL points, the quadrature residual is
equal to zero for any polynomials with order less than (2N − 1).

Step 5: OCP to NLP problem conversion. Using aforemen-
tioned steps, we can convert the OCP to the following NLP
problem, i.e.

min
Xk ,Uk

J = ∅ (XN , τN ) +
tf − t0

2

N∑
k=0

wkG(Xk ,U k , τk ),

subject to
∥∥∥∥∥

N∑
i=0

DkiX i −
tf − t0

2
f (Xk ,U k , τk )

∥∥∥∥∥
∞

≤ δ

‖ϕ (X0 ,XN , τ0 , τN )‖∞ ≤ δ

‖Ceq (Xk ,U k , τk )‖∞ ≤ δ

C inq (Xk ,U k , τk ) ≤ 0, (12)

where k, i = 0, . . . , N . The equality constraints are imposed at
all points including two endpoints. A scalar δ is used to relax
the equality constraints to avoid infeasibility. The scalar δ can
be selected as [19]

δ = (N − 1)α−m , (13)

where m implies that the optimal state variable has continuous
(m − 1) th-order classical derivatives, α is usually set as 3/2
[19]. There are (Nx + Nu ) × N variables to be optimized in the
NLP problem (12). For nonfixed terminal time tf , we can also
take tf as an additional variable to be optimized. The converted
NLP is a high-dimensional and sparse problem. Some known
sparse NLP solvers can be used to solve this kind of problem,
like SNOPT used here [34].

III. IMPLEMENTATION OF THE PS METHOD

In this section, some important topics on implementing the
method are discussed. We first present the costate estimation for
the defined Bolza-type OCP with both equality and inequality
constraints. Since the computation of LGL points has no explicit
expression, a quasi-Newton iterative algorithm is introduced to
numerically calculate the collocation points. A multiphase pre-
processing strategy is proposed to deal with non-smooth prob-
lems, which is often accompanied with low accuracy if using
the PS method directly. A MATLAB environment-based solver,
i.e., pseudospectral optimal control problem solver (POPS), is
developed finally.

A. Costate Estimation

The costate of OCPs plays an important role in evaluating
the optimality of solutions, but direct methods cannot provide
explicit expressions of costates. Ross et al. have suggested that
there exists a mapping relationship between costate variables of
the original OCP and KKT multipliers of the associated NLP
[18]. This mapping relationship can be used to compute the
costate variables indirectly from the KKT multipliers. In the
following, we will derive the mapping relationship for Bolza-
type OCP as shown in (1).

First, we construct the Hamiltonian for the OCP:

H =
tf − t0

2
(
G + λTf

)
+ μT

eqCeq + μT
inqC inq , (14)

where λ ∈ RNx , μeq ∈ RNC e q , μinq ∈ RNC in q are costate vari-
ables of the OCP corresponding to the state space model, equal-
ity path constraints, and inequality path constraints. According
to the first-order optimality condition, we have the following
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differential equation:

λ̇ (τk ) = −
(

∂H

∂x

)
(τk ) . (15)

Since λ̇ satisfies λ̇ (τk ) =
N∑

i=0
Dkiλ (τi), then

tf − t0
2

[
∂G

∂x
+

(
∂f

∂x

)T

λ (τk )

]
+

(
∂Ceq

∂x

)T

μeq

+
(

∂C inq

∂x

)T

μinq = −
N∑

i=0

Dkiλ (τi) . (16)

After applying the PS transformation, the Lagrangian func-
tion of associated NLP is given by

J̃ = ∅ +
tf − t0

2

N∑
i=0

wiGi + ṽTϕ +
N∑

i=0

[
λ̃

T
i

(
tf − t0

2
f i − Ẋ i

)

+ μ̃T
eq,iCeq,i + μ̃T

inq,iC inq,i

]
, (17)

where λ̃, μ̃eq , μ̃inq , ν̃ are the KKT multipliers of the NLP.
According to the KKT conditions for a generic NLP, we have

∂J̃

∂Xk
= 0,

∂J̃

∂U k
= 0

Ceq,k = 0, μ̃T
inq,kC inq,k = 0. (18)

The partial derivatives of J̃ with respect to Xk are given next
for k = 1, . . . , N − 1:

∂J̃

∂Xk
=

tf − t0
2

[
∂Gk

∂Xk
wk +

(
∂f k

∂Xk

)T

λ̃k

]

+
(

∂Ceq,k

∂Xk

)T

μ̃eq,k +
(

∂C inq,k

∂Xk

)T

μ̃inq,k

− ∂

∂Xk

N∑
i=0

λ̃
T
i Ẋ i = 0 (19)

where

∂

∂Xk

N∑
i=0

λ̃
T
i Ẋ i =

N∑
i=0

λ̃
T
i

(
∂

∂Xk

N∑
n=0

DinXn

)

=
N∑

i=0

Dik λ̃i . (20)

On the other hand, by considering

wiDik = −wkDki, i �= k

Dik = Dki = 0, i = k. (21)

We have

tf − t0
2

[
∂Gk

∂Xk
+

(
∂f k

∂Xk

)T
λ̃k

wk

]
+

(
∂Ceq,k

∂Xk

)T μ̃eq,k

wk

+
(

∂C inq,k

∂Xk

)T μ̃inq,k

wk
= −

N∑
i=0

Dki
λ̃i

wi
. (22)

By comparing (22) with (16), we know that if two equations
are equivalent, we must have

λ (τk ) =
λ̃k

wk
, k = 1, . . . , N − 1 . (23)

Equation (23) provides the mapping relations between λ (τk )
and λ̃k for k = 1, . . . , N − 1. For k = 0, N , we need to con-
sider the effects of Mayer function ∅ and constraint ϕ to derive
mapping relations for λ (t0) and λ (tN ). The partial derivative
of J̃ with respect to X0 is given by

tf − t0
2

[
∂G0

∂X0
w0 +

(
∂f 0

∂X0

)T

λ̃0

]
+

(
∂Ceq,0

∂X0

)T

μ̃eq,0

+
(

∂C inq,0

∂X0

)T

μ̃inq,0 +
(

∂ϕ

∂X0

)T

ṽ −
N∑

i=0

Di0 λ̃i = 0.

(24)

Since

wiDi0 = −w0D0i i �= 0

D00 = −1/(2w0) i = 0. (25)

Then
N∑

i=0

Di0 λ̃i = −w0

N∑
i=0

D0i
λ̃i

wi
− λ̃0

w0
(26)

Thus, we have

tf − t0
2

[
∂G0

∂X0
+

(
∂f 0

∂X0

)T
λ̃0

w0

]
+

(
∂Ceq,0

∂X0

)T μ̃eq,0

w0

+
(

∂C inq,0

∂X0

)T μ̃inq,0

w0
= −

N∑
i=0

D0i
λ̃i

wi

− 1
w0

[
λ̃0

w0
+

(
∂ϕ

∂X0

)T

ṽ0

]
. (27)

Similar arguments hold when considering the partial deriva-
tive of J̃ with respect to XN :

tf − t0
2

[
∂GN

∂XN
+

(
∂fN

∂XN

)T
λ̃N

wN

]
+

(
∂Ceq,N

∂XN

)T μ̃eq,N

wN

+
(

∂C inq,N

∂XN

)T μ̃inq,N

wN
= −

N∑
i=0

DN i
λ̃i

wi

+
1

wN

[
λ̃N

wN
− ∂∅

∂XN
−

(
∂ϕ

∂XN

)T

ṽN

]
. (28)

By comparing (27) with (16), we know that if two equa-
tions are equivalent, the term containing λ (t0) in (16) must
be equal to the term containing ṽ0 and λ̃0 in (27), i.e., λ (t0)
depends on both ṽ0 and λ̃0 . Thus, we cannot establish the map-
ping relation between λ (t0) and λ̃0 without additional imposed
conditions. Similar arguments also hold true for the mapping
relation between λ (tN ) and λ̃N . However, there is a feasible
solution when closure conditions with feasibility tolerance are
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added [35]. Here, we add a set of closure conditions to estab-
lish the mapping relationship for λ (τ0) with respect to λ̃0 , ṽ0 ,
and λ (τN ) with respect to λ̃N , ṽf . Equations (29) and (30) are
newly added closure conditions:

λ̃0

w0
+

(
∂ϕ

∂XN

)T

ṽ0 = 0 (29)

λ̃N

wN
− ∂∅

∂XN
−

(
∂ϕ

∂XN

)T

ṽf = 0. (30)

Then, we obtain the relation mapping for k = 0, N :

λ (t0) =
λ̃0

w0
,λ (tN ) =

λ̃N

wN
. (31)

By considering the partial derivatives of J̃ with respect to
U k for k = 0, . . . , N , we can similarly derive the following
conditions:

μeq(tk ) = μ̃eq,k /Wk

μinq(tk ) = μ̃inq,k /Wk . (32)

In summary, (23), (31), and (32) establish the mapping rela-
tions between the costate variables of OCP and the KKT multi-
pliers of the associated NLP, which provides an indirect way to
examine the optimality of optimal solutions.

B. Numerical Calculation of Collocation Points

Since there is no explicit expression for the roots of PN (τ),
directly solving PN (τ) through Legendre polynomials usually
result in very low accuracy. Here, we employ the quasi-Newton
algorithm to iteratively compute the roots of PN (τ). The quasi-
Newton method includes two main parts: choosing an initial
guess and designing an updating law. To efficiently compute the
roots of (N + 1)-order polynomial g (z) = (1 − z2)PN (z),
the initial guess for iteration is chosen as the poles of N-
order Chebyshev polynomial that has explicit mathematical
representation

z0 = {θk |θk = cos (πk/N)} (33)

where k = 0, 1, . . . , N . The updating law is designed as

zn+1 = zn − Δzn (34)

where n denotes the step index, and Δzn is the length of each
iteration. The Legendre polynomial satisfies the following re-
cursive relation:

zn ṖN (zn ) − ṖN −1(zn ) = NPN (zn ). (35)

Then, Δzn can be mathematically expressed as

Δzn =
znPN (zn ) − PN −1 (zn )
zn ṖN (zn ) − ṖN −1 (zn )

=
znPN (zn ) − PN −1 (zn )

NPN (zn )
.

(36)
Note that (36) needs to compute the values of PN (zn ) and

PN −1 (zn ), which can be calculated by the recursive relation of
Legendre polynomial [33], i.e.

Pm+1 (zn ) =
2m + 1
m + 1

znPm (zn ) − m

m + 1
Pm−1 (zn ) (37)

where m = 3, 4, . . . , N . In summary, the computation algo-
rithm for LGL collocation points is given below:

1) Initial points are determined using (33).
2) For step n,

a) recursively compute PN (zn ) using (37) with initial
conditions P1 (zn ) = 1;P2 (zn ) = zn ;

b) use (34) and (36) to iteratively compute zn+1 .
3) Stop if e = ‖zn+1 − zn‖∞ < ε.
We run this computation algorithm in MATLAB 2009a with

3.2 GHz CPU, and set ε = 10−16 . The computing time for
choosing 40, 70, or 500 collocation points is 22, 31, or 35 ms,
respectively. The solution efficiency satisfies the common re-
quirements of computing resources.

The differentiation matrices and integration weights can be
calculated by (7) and (10), respectively, with accurate calculated
LGL points z and PN (z).

C. Multiphase Problems

The accuracy of the PS method is high for smooth problems
but unsatisfactory for nonsmooth problems. Increasing the num-
ber of collocation points can increase the accuracy in a way but
also significantly reduce the computational efficiency. A mul-
tiphase strategy can be employed to apply the PS method for
nonsmooth problems [36]. The basic idea is to divide the orig-
inal problem into multiple phases, and apply the PS method at
each phase, respectively. Additional connectivity constraints are
needed to add between different phases.

For the OCP with known phase-division locations,
the multiphase processing strategy is straightforward. Let
{T1 , T2 , . . . , TP −1} denote the phase-division locations of a
problem with P phases. Then, we can convert the original non-
smooth problem to P -phase smooth OCPs. For each phase, we
can set different performance indices, state equations, and path
constraints. The total performance index is the summation of all
phases:

J = ∅ +
P∑

p=1

tpf − tp0
2

N p∑
k=0

wp
kGp (Xp

k ,U p
k , τ p

k ) . (38)

The connectivity constraints can be added between two
phases based on specific requirements. For example of a bang-
bang control problem, the state variables between two phases
must be continuous and the control variables are allowed to have
breakpoints. The connectivity constraints can be denoted as

Cphase

(
Xi

f ,U i
f , tif ,Xj

0 ,U j
0 , t

j
0

)
= 0 1 ≤ i, j ≤ P. (39)

However, the phase-division locations are usually unknown
in advance for researchers. There are two strategies to deal
with such issues. The first strategy is to regard phase-division
locations as additional optimization variables. This strategy in-
creases the computational complexity but is easy to implement.
The second strategy is to obtain initial optimization results first
by roughly applying the PS method to the original problem,
then find out the fast-changing regions of the state and con-
trol inputs, and finally form a multiphase problem by taking
the fast-changing regions as a new phase. The basic idea is to
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increase the density of the collocation points in the fast-changing
regions, thus increasing the approximation accuracy. Based on
the second strategy, we develop the following algorithm.

1) Obtain initial optimization results by roughly applying the
PS method to the original problem.

2) Compute the changing rate of control input U̇ = DU us-
ing differentiation matrix and initial computation results.

3) Set a threshold vector H for the changing rates. For
any j = 1, 2, . . . , Nu and i ∈ [m1 ,m2 ] ∈ (0, N), if U̇ji >
Hj , we set time domain [τm 1 −1 , τm 2 +1 ] as a fast-changing
region and set this region as a new single phase.

4) Increase the number of collocation points in the fast-
changing region to improve the computational accuracy
of the constructed multiphase problem. Properly decrease
the number of collocation points in the smooth region to
improve the computational efficiency. Then, we can obtain
the optimal solution by solving the constructed multiphase
problem.

The essential idea of this method is to choose different den-
sities of collocation points for different regions. For a smooth
region, choosing sparse collocation points can achieve good
computational efficiency. For a nonsmooth region, choosing
dense collocation points can help improve the computational
accuracy.

D. POPS

A software package is developed in MATLAB environment,
called POPS, to numerically calculate the solution of generic
OCPs. It consists of four modules: 1) user configuration mod-
ule including the OCP description and solver parameter setup;
2) module for converting OCP into NLP; 3) module to solve
NLP; and 4) module for interacting with users, including data
saving, figure drawing, etc. The POPS is applicable to solve
OCPs with: 1) linear and/or nonlinear functions; 2) smooth
and/or nonsmooth functions; 3) free, fixed and constrained
states (both initial and terminal); 4) equality and/or inequality
constraints; differentiation-typed and/or integration-typed con-
straints; 5) Mayer, Lagrange, and Bolza-typed performance in-
dices. The POPS is compatible with other MATLAB toolboxes,
and users can call POPS in other MATLAB applications. It also
provides a large amount of flexibility for users to configure their
own problems. The authors are willing to provide a free copy
of POPS to interested readers for any noncommercial purposes.
One can send the requests to the corresponding author for the
latest version.

IV. APPLICATION TO AUTONOMOUS VEHICLES

In this section, we chose two typical OCPs of automated driv-
ing to demonstrate the effectiveness of the proposed framework
and solver: 1) fuel-optimized ecodriving strategy in hilly road
conditions; and 2) optimal path planning in an overtaking task.

A. Fuel-Optimized Automated Vehicles

For road vehicles, fuel-saving techniques have been enthu-
siastically studied over the past decades. One important topic

Fig. 1. Setup of fuel-optimized cruise control problem.

is the ecodriving assistance or automation. It was demonstrated
that driving styles can change fuel efficiency by up to 10% even
in a normal traffic flow [37]. The fuel-optimized automation
aims to implement the proper control to vehicles to minimize
fuel consumption. The design of such strategies is in essential
to solve an OCP. This section considers a typical case study, i.e.,
cruise control in hilly road conditions. The vehicle considered
here is a passenger car equipped with a 2.0 L gasoline engine
and a continuous variable transmission (CVT).

The vehicle runs on a hilly road with both uphill and downhill.
As shown in Fig. 1, road AB is flat with length L1 , road BC is a
hilly section with horizontal length L2 and height H , and road
CD is flat with length L3 . There is a traffic light at the end point
D such that the green light is only on for t ∈ [tmin , tmax]. The
goal is to travel from point A to point D with minimal fuel con-
sumption while subjecting to the constraints that vehicle must
pass through point D during tf ∈ [tmin , tmax] and the velocity
must be bounded as v ∈ [vmin , vmax].

The longitudinal dynamic model of vehicle is given next:

ig i0ηT Te/rw = δMv̇ + FR

FR = 0.5CD ρaAvv2 + Mg (f cosθs + sin θs)

(40)

where ig denotes the transmission ratio, i0 denotes the final gear
ratio, ηT denotes the driveline efficiency, Te denotes the engine
torque, rw denotes the tire effective radius, δ denotes rotating
mass coefficient, M denotes the total mass of vehicle, CD de-
notes aerodynamic drag coefficient, ρa denotes air density, Av

denotes frontal area of vehicle, v denotes vehicle velocity, f de-
notes the rolling resistance coefficient, and θs denotes the road
slope. By assuming no clutch sliding, the following relationship
between engine speed we and vehicle velocity v holds:

we = 60vig i0/ (2πr) . (41)

The distance s, velocity v, and accelerationa are related as

ṡ = v cos θs

v̇ = a. (42)

The engine fuel injection rate is an analytical model coming
from the least square error fitting of engine brake specific fuel
consumption (BSFC) map:

Fs (Te, we) =
4∑

i=0

i∑
j=0

β i∑
0

h+1+j

(
Te

200

)i−j ( we

6500

)j

(43)

where β is the fitting coefficient vector. The engine BSFC is
shown in Fig. 2.
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Fig. 2. BSFC map.

The optimal BSFC line (i.e., E-line) of engine is fitted as

Teco(we) = keco(we − 1000)γ (44)

where keco is the fitting coefficient, and γ = 1/3 is the exponent
of fitting function. The optimal E-line is also shown in Fig. 2. It
is assumed that the CVT ratio is accurately controlled such that
the engine always works along the optimal BSFC line for any
output power.

The OCP is formulated next:

min J =

tf∫

0

Fs + ke (dTe/dt)2 dt (45)

subject to
ṡ = v cos θs

v̇ = ig i0ηT Te/ (δMr) − FR/δM

we = 60vig i0/ (2πr)

Te − keco (we − 1000)γ = 0

s (0) = 0

s (tf ) = L1 + L2 + L3

v (0) = v0

wemin ≤ we ≤ wemax

igmin < ig ≤ igmax

vmin ≤ v ≤ vmax

tmin ≤ tf ≤ tmax

where state variables include the distance s and velocity v, and
control variables include engine torque Te and transmission ratio
ig . The parameters are listed in Table I.

The POPS is applied to solve the OCP (45) with 50 collo-
cation points. Three different initial velocities are considered,
25, 50, and 75 km/h. The optimization results are given next.
For three different initial velocities, the fuel consumptions are
37.71, 27.22, and 16.75 g, respectively; the traveling time to

TABLE I
SIMULATION PARAMETERS

Para. Value Para. Value

CD 0.316 L1 50 m
Av 2.22 m2 L2 200 m
ρa 1.226 kg/m3 L3 100 m
M 1600 kg H 8 m
f 0.028 v0 25/50/70 km/h
δ 1.2 vm in 15 km/h
i0 3.863 vm a x 80 km/h
ηT 0.9 tm in 20 s
r 0.307 m tm a x 35 s
wem in / m a x 1000/6000 r/min ke 0.005
igm in / m a x 0.4/2.6

point D is 33.65, 30.17, and 23.92 s, respectively. Fig. 3 depicts
the solutions of distances, velocityv, and engine torque Te .

We can observe from Fig. 3 that on road AB, the vehicle keeps
accelerating to a high speed; afterward, the engine gradually
reduces its power to slow down the vehicle. On the uphill, the
vehicle velocity drops quickly; on the downhill, the vehicle
regains high speed; on road CD, the engine torque remains
small to let the vehicle coast down to point D. During driving
on uphill, kinetic energy is transformed into potential energy,
thus largely reducing the vehicle velocity. During driving on
downhill, the vehicle releases potential energy to accelerate.

To compare the optimization results obtained by POPS with
the operation by a driver, we design a PID controller to roughly
simulate the common driving operation. The PID controller is
used to keep the vehicle velocity smooth by accelerating or
braking. The driving strategies obtained by POPS and PID are
shown in Fig. 4.

We can observe from Fig. 4(a) and (b) that in the PID strategy
the velocity decreases on the uphill road and increases on the
downhill road. The velocity fluctuation is much lower than that
of the POPS strategy. During the uphill road, the engine works
in a noneconomy region with the maximal power output; during
the downhill road, the vehicle takes braking to avoid rapid rising
on velocity, which wastes a lot of kinetic energy. The total fuel of
the PID strategy is around 31.26 g, while the POPS strategy only
consumes 27.22 g (12.92% less). Considering the difference
between final velocities, we can find that the POPS strategy
produces more 35 kJ kinetic energy than the PID strategy does.
So, the POPS strategy provides better driving performance than
the PID strategy.

B. Trajectory Optimization in Overtaking Task

This case study presents a trajectory planning problem for
automated vehicles to overtake another vehicle under mild con-
ditions, i.e., dry road and nonaggressive driving. As shown in
Fig. 5, a vehicle is required to fulfill the task of overtaking
the vehicle ahead following the optimal path within the prede-
fined trajectory region, along with the guarantee to minimize
the weighted sum of squares of the steering angle and the lateral
acceleration.
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Fig. 3. POPS optimization results. (a) Driving distance versus time. (b) Engine torque versus driving distance. (c) Velocity versus driving distance. (d) Acceleration
versus driving distance. (e) Fuel consumption versus driving distance.

Fig. 4. Comparison of POSP optimization and PID control. (a) Comparison
of velocity. (b) Comparison of fuel consumption.

Fig. 5. Vehicle model with two degrees of freedom.

The system state equations can be obtained through the kine-
matic model and the lateral dynamic model of vehicles with two
degrees of freedom as shown in Fig. 5. Under the assumption
that the lateral tire force is proportional to the slip angle and
the influence of longitudinal tire force, suspension, and slip an-
gle on slip angle are ignored [38], the dynamics of vehicles in
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coordinate system xoy is derived as

v̇ =
kf + kr

mu
v +

(
akf − bkr

mu
− u

)
wr −

kf

mi
δw

wr =
akf − bkr

Izu
v +

a2kf + b2kr

Izu
wr −

akf

Iz i
δw

ϕ̇ = wr (46)

where v denotes the lateral velocity, kf and kr denote the cor-
nering stiffness of two front tires and two rear tires, a and b
denote the distances of the front tire and the rear tire from the
center of vehicle gravity, respectively, m denotes the mass of a
vehicle, u denotes the longitudinal velocity, wr denotes yaw rate
of vehicle, i denotes the transmission ratio of steering system,
δw denotes the steering angle, Iz denotes the yaw moment of
inertia of vehicle, and ϕ denotes yaw angle of vehicle in global
axes.

To illustrate the trajectory of a vehicle, an earth coordinate
system XOY is constructed, where the vehicle is located in
(X,Y ). The relationship between moving trajectory and the
states of vehicle can be presented as

Ẋ = u cos ϕ − v sin ϕ

Ẏ = u sin ϕ + v cos ϕ. (47)

During the overtaking task, reducing the steering angle and
the lateral acceleration can increase the performance of vehicle
ride and handling. The performance function is designed as

J =

tf∫

0

k1a
2
y + k2δ

2
w dt

ay = uwr + v̇ (48)

where ay denotes as the lateral acceleration and k1 , k2 denote
the weighting coefficients of performance index. The region of
overtaking trajectory Tv is demonstrated in Fig. 6(a), following
the definitions:

Tv = {y| |y − ỹ| ≤ ε/2}

ỹ = Ar/
(
1 + e−k3 (x−x1 )

)
− Ar/

(
1 + e−k4 (x−x2 )

)
(49)

where ỹ denotes the center line of the designed trajectory region,
ε denotes the width of a trajectory region, and Ar , k3 , k4 , x1 , x2
denote the coefficients of the center line. The OCP for trajectory
optimization is formulated as

min J =

tf∫

0

k1a
2
y + k2δ

2
w dt (50)

subject to

v̇ =
kf + kr

mu
v +

(
akf − bkr

mu
− u

)
wr −

kf

mi
δw

wr =
akf − bkr

Izu
v +

a2kf + b2kr

Izu
wr −

akf

Iz i
δw

ϕ̇ = wr

ẋ = u cos ϕ − v sin ϕ

Fig. 6. POPS optimization results. (a) Vehicle trajectory. (b) Steering wheel
angle. (c) Yaw angle. (d) Lateral acceleration.

ẏ = u sin ϕ + v cos ϕ

|y − ỹ| ≤ ε/2

tf min ≤ tf ≤ tf max .

The parameters used for simulation are listed in Table II.
We explicitly use the developed solver POPS to compute the

numerical solutions. The number of collocation points is set to
60. The optimal performance index is 0.0143, and the results
are illustrated in Fig. 6. As shown in Fig. 6, the optimized
trajectory via POPS has a relatively smoother trajectory and
satisfies the boundary constraints precisely. We note that the
maximum fluctuations of the steering angle decrease by more
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TABLE II
SIMULATION PARAMETERS

Para Value Para Value

m 1450 kg k1 1
a 1.2 m k2 0.25
b 1.5 m E 0.8 m
Iz 1550 kg·m2 Ar 3.5 m
k f –52 000 N/rad k3 0.12
k r –116 000 N/rad k4 0.08
u 12.5 m/s x1 70 m
i 20 x2 180 m
tf m a x 30 s ε 0.8 m
tf m in 10 s

Fig. 7. POPS results for multiple phase problem. (a) Vehicle trajectory.
(b) Lateral acceleration.

than 50%, no rapid fluctuations in the process, and the lateral
acceleration of the vehicle is significantly reduced.

However, if the predesigned center line of trajectory is not
smooth but can only be described roughly by nonsmooth func-
tions, the POPS can still be applied to solve this problem via the
multiphase preprocessing strategy. The center line of nonsmooth
trajectory is described as

ỹ =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

0, x ∈ [0, 40]

3.5/40∗(x − 40), x ∈ [40, 80]

3.5, x ∈ [80, 160]

3.5 − 3.5/40∗(x − 160), x ∈ [160, 200]

0, x ∈ [200, 240]

(51)

which consists of five sections shown in Fig. 7(a), and ε is
set to 2 m. The control variables and state variables are set to
be continuous at the break points. The optimized trajectory is
shown in Fig. 7(a). The optimized lateral acceleration is shown

Fig. 8. Comparison of conversion rate of LPM and TDM.

in Fig. 7(b), where u is set to 12.5 and 20 m/s. This new exam-
ple can illustrate the idea of multiphase strategy that dividing
the original nonsmooth problem into multiple smooth problems.
Actually, this kind of trajectory optimization in overtaking task
is highly nonlinear. It will be much more complicated if employ-
ing the strategy to numerically solve the first-order optimality
conditions.

In order to illustrate the advantages of the PS method com-
pared to direct methods, we also solve the aforementioned
problem by one TDM with following characteristics: 1) us-
ing equidistant points instead of orthogonal collocation in dis-
cretization; and 2) using composite trapezoidal quadrature rule
for the integral of cost function. The convergence rate of both
LPM and TDM is shown in Fig. 8, which represents the error of
performance index compared to theoretical optimal solution (we
use the solution of the PS method with 125 collocation points
instead). Fig. 8 can clearly show that the LPM converges faster
and possesses higher accuracy than TMD with the same number
of collocation points does. The error of performance index is less
than 1% of LPM with 60 collocation points, while the error of
TDM with 60 collocation points is greater than 5.5%. Actually,
other similar comparison of the PS method and TDM can reach
the same conclusion that the PS method is more accurate than the
traditional collocation methods [39]. The computational load is
determined by the number of collocation points, initial values,
and the complexity of the OCPs, e.g., the number and types of
constraints. This computational framework and the developed
MATLAB solver can solve most complex problems with better
accuracy, but it is usually applied for offline calculation. For
example, the time consumption is 2.69 and 17.04 s at 20 and 40
collocation points when initial values are set to be zero vector
(in MATLAB with 3.2 GHz CPU). Greater than 95% of time is
consumed to solve the converted NLP problem by a large num-
ber of iterations, which is a common issue for most optimization
methods.

V. CONCLUSION

In this paper, we developed a unified computational frame-
work based on the Legendre pseudospectral method for the pur-
pose of accurately and efficiently calculating optimal control
strategies in automotive engineering. The mapping relationship
between the costate variables of OCP and the KKT multipli-
ers of NLP is derived for the sake of checking the optimality
of solutions. For engineering implementation, a quasi-Newtono
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iterative algorithm was designed to accurately calculate the LGL
points and a multiphase preprocessing strategy was proposed to
handle nonsmooth problems. A generic solver called POPS was
also developed in MATLAB environment. Two case studies in
the field of vehicle automation, i.e., the optimization of eco-
driving strategy and the optimal path planning, were used to
demonstrate the effectiveness of the developed solver. The re-
sults show that the developed framework can effectively solve
complex vehicle OCPs with linear and/or nonlinear dynam-
ics, complex constraints and different typed performance index.
Compared to TDMs, this solver is more efficient and accurate
for solving OCPs.

REFERENCES

[1] A. Balachandran and J. C. Gerdes, “Designing steering feel for steer-by-
wire vehicles using objective measures,” IEEE/ASME Trans. Mechatron-
ics, vol. 20, no. 1, pp. 373–383, Feb. 2014.

[2] T. de J Mateo Sanguino and J. E. G. Ramos, “Smart host microcon-
troller for optimal battery charging in a solar-powered robotic vehi-
cle,” IEEE/ASME Trans. Mechatronics, vol. 18, no. 3, pp. 1039–1049,
Jun. 2013.

[3] N. Kim, S. Cha, and H. Peng, “Optimal control of hybrid electric vehicles
based on Pontryagin’s minimum principle,” IEEE Trans. Control Syst.
Technol., vol. 19, no. 5, pp. 1279–1287, Sep. 2011.

[4] X. Hu, N. Murgovski, L. M. Johannesson, and B. Egardt, “Optimal di-
mensioning and power management of a fuel cell/battery hybrid bus via
convex programming,” IEEE/ASME Trans. Mechatronics, vol. 20, no. 1,
pp. 457–468, Feb. 2015.

[5] J. H. Crews, M. G. Mattson, and G. D. Buckner, “Multi-objective control
optimization for semi-active vehicle suspensions,” J. Sound Vibration,
vol. 330, no. 23, pp. 5502–5516, 2011.

[6] W. Sun, H. Gao, and O. Kaynak, “Finite frequency H∞ control for vehicle
active suspension systems,” IEEE Trans. Control Syst. Technol., vol. 19,
no. 2, pp. 416–422, Mar. 2011.

[7] W. Sun, Y. Zhao, J. Li, L. Zhang, and H. Gao, “Active suspension control
with frequency band constraints and actuator input delay,” IEEE Trans.
Ind. Electron., vol. 59, no. 1, pp. 530–537, Jan. 2012.

[8] S. J. Anderson, S. C. Peters, T. E. Pilutti, and K. Iagnemma, “An opti-
mal control based framework for trajectory planning, threat assessment,
and semi-autonomous control of passenger vehicles in hazard avoidance
scenarios,” Int. J. Veh. Auton. Syst., vol. 8, no. 2, pp. 190–216, 2010.

[9] S. E. Li, H. Peng, K. Li, and J. Wang, “Minimum fuel control strategy in
automated car-following scenarios,” IEEE Trans. Veh. Technol., vol. 61,
no. 3, pp. 998–1007, Mar. 2012.

[10] M. Kuriyama, S. Yamamoto, and M. Miyatake, “Theoretical study on eco-
driving technique for an electric vehicle with dynamic programming,” in
Proc. IEEE Int. Conf. Electr. Mach. Syst., 2010, pp. 2026–2030.

[11] M. A. S. Kamal, M. Mukai, J. Murata, and T. Kawabe, “Ecological vehicle
control on roads with up-down slopes,” IEEE Trans. Intell. Transp. Syst.,
vol. 12, no. 3, pp. 783–794, Sep. 2011.

[12] F. Mensing, R. Trigui, and E. Bideaux, “Vehicle trajectory optimization
for application in ECO-driving,” in Proc. IEEE Veh. Power Propulsion
Conf., 2011, pp. 1–6.

[13] L. Nouveliere, M. Braci, L. Menhour, H. T. Luu, and S. Mammar, “Fuel
consumption optimization for a city bus,” in Proc. UKACC Control Conf.,
2008, pp. 1–6.

[14] R. F. Hartl, S. P. Sethi, and R. G. Vickson, “A survey of the maximum
principles for optimal control problems with state constraints,” SIAM Rev.,
vol. 37, no. 2, pp. 181–218, 1995.

[15] D. P. Bertsekas and J. N. Tsitsiklis, “Neuro-dynamic programming: An
overview,” in Proc. 34th IEEE Conf. Decision Control, 1995, pp. 560–564.

[16] F. Fahroo and I. M. Ross, “Advances in pseudospectral methods for op-
timal control,” in Proc. AIAA Guid., Navigat., Control Conf. Exhibit.,
Honolulu, Hawaii, Aug. 2008, pp. 18–21.

[17] G. Elnagar, M. A. Kazemi, and M. Razzaghi, “The pseudospectral Leg-
endre method for discretizing optimal control problems,” IEEE Trans.
Automat. Control, vol. 40, no. 10, pp. 1793–1796, Oct. 1995.

[18] F. Fahroo and I. M. Ross, “Costate estimation by a Legendre pseudospec-
tral method,” J. Guid. Control Dyn., vol. 24, no. 2, pp. 270–277, 2001.

[19] Q. Gong, I. M. Ross, W. Kang, and F. Fahroo, “Connections between the
covector mapping theorem and convergence of pseudospectral methods

for optimal control,” Comput. Optimization Appl., vol. 41, no. 3, pp. 307–
335, 2008.

[20] F. Fahroo and I. M. Ross, “Pseudospectral methods for infinite-horizon
nonlinear optimal control problems,” J. Guid. Control Dyn., vol. 31,
no. 4, pp. 927–936, 2008.

[21] D. Garg, W. W. Hager, and A. V. Rao, “Pseudospectral methods for solving
infinite-horizon optimal control problems,” Automatica, vol. 47, no. 4,
pp. 829–837, 2011.

[22] I. M. Ross and F. Fahroo, “Convergence of pseudospectral discretizations
of optimal control problems,” in Proc. 40th IEEE Conf. Decision Control,
vol. 4, 2001, pp. 3175–3177.

[23] L. N. Trefethen, Spectral Methods in MATLAB. Philadelphia, PA, USA:
SIAM, 2000, pp. 7–40.

[24] I. M. Ross, User’s Manual for DIDO: A MATLAB Application Package
for Solving Optimal Control Problems. Vasteras, Sweden: Tomlab Opti-
mization, Inc., 2004.

[25] A. V. Rao, D. A. Benson, C. Darby, M. A. Patterson, C. Francolin, I.
Sanders, and G. T. Huntington, “Algorithm 902: A Matlab software for
solving multiple-phase optimal control problems using the Gauss pseu-
dospectral method,” ACM Trans. Math. Softw., vol. 37, no. 2, art. no. 22,
pp. 1–39, 2010.

[26] V. M. Becerra, PSOPT Optimal Control Solver User Manual. Reading,
U.K.: Univ. Reading, 2010.

[27] P. E. Rutquist and M. M. Edvall, PROPT-Matlab Optimal Control Soft-
ware. Vasteras, Sweden: Tomlab Optimization, Inc., 2009.

[28] F. Fahroo and I. M. Ross, “Direct trajectory optimization by a Cheby-
shev pseudospectral method,” J. Guid. Control Dyn., vol. 25, no. 1,
pp. 160–166, 2002.

[29] D. Garg, M. A. Patterson, C. Francolin, C. L. Darby, G. T. Huntington,
W. W. Hager, and A. V. Rao, “Direct trajectory optimization and costate
estimation of finite horizon and infinite horizon optimal control problems
using a Radau pseudospectral method,” Comput. Optimization Appl., vol.
49, no. 2, pp. 335–358, 2011.

[30] D. Benson, “A Gauss pseudospectral transcription for optimal control,”
Ph.D. dissertation, Dept. Aeronautics Astronautics, MIT, Cambridge, MA,
USA, 2005.

[31] I. M. Ross and M. Karpenko, “A review of pseudospectral optimal control:
From theory to flight,” Annu. Rev. Control, vol. 36, no. 2, pp. 182–197,
2012.

[32] G. T. Hunting, D. Benson, and A. V. Rao, “A comparison of accuracy and
computational efficiency of three pseudospectral methods,” presented at
the AIAA Guidance, Navigation, and Control Conference, Hilton Head,
SC, USA, 2007.

[33] P. G. Ciarlet and J. L. Lions, Handbook of Numerical Analysis, vol. 8.
Houston, TX, USA: Gulf Professional Publishing, 2002.

[34] P. E. Gill, W. Murray, and M. A. Saunders, “SNOPT: An SQP algorithm
for large-scale constrained optimization,” SIAM J. Optimization, vol. 12,
no. 4, pp. 979–1006, 2002.

[35] Q. Gong, I. M. Ross, W. Kang, and F. Fahroo, “On the pseudospectral
covector mapping theorem for nonlinear optimal control,” in Proc. 45th
IEEE Conf. Decision Control, 2006, pp. 2679–2686.

[36] I. M. Ross and F. Fahroo, “Pseudospectral knotting methods for solving
nonsmooth optimal control problems,” J. Guid. Control Dyn., vol. 27,
no. 3, pp. 397–405, 2004.

[37] J. N. Barkenbus, “Eco-driving: An overlooked climate change initiative,”
Energy Policy, vol. 38, no. 2, pp. 762–769, 2010.

[38] J. Huang and M. Tomizuka, “LTV controller design for vehicle lateral
control under fault in rear sensors,” IEEE/ASME Trans. Mechatronics,
vol. 10, no. 1, pp. 1–7, Feb. 2005.

[39] G. N. Elnagar and M. A. Kazemi, “Pseudospectral Chebyshev optimal
control of constrained nonlinear dynamical systems,” Comput. Optimiza-
tion Appl., vol. 11, no. 2, pp. 195–217, 1998.

Shaobing Xu received the B.S. degree in automo-
tive engineering from China Agricultural University,
Beijing, China, in 2011, and is currently working to-
ward the Ph.D. degree in automotive engineering at
Tsinghua University, Beijing.

His research interest includes pseudospectral op-
timal control theory and its application on vehicle
dynamics control.

Mr. Xu received awards and honors which in-
clude National Scholarship, President Scholarship,
first prize of Chinese Mechanical-Design Contest,

and first prize of Beijing Advanced Mathematical Contest for College
Students.



1510 IEEE/ASME TRANSACTIONS ON MECHATRONICS, VOL. 20, NO. 4, AUGUST 2015

Shengbo Eben Li (M’11) received the B.S. degree in
mechanical engineering from the Beijing University
of Sci&Tech, Beijing, China, in 2004, and the M.S.
and Ph.D. degrees in automotive engineering from
Tsinghua University, Beijing, in 2006 and 2009, re-
spectively.

From 2009 to 2011, he was a Postdoctoral Re-
search Fellow with the University of Michigan, USA.
He is currently an Assistant Professor in the Depart-
ment of Automotive Engineering, Tsinghua Univer-
sity. His active research interests include autonomous

vehicles, optimal control, driver assistance systems, and lithium ion battery man-
agement. He is the author of more than 50 papers, and the coinventor of more
than ten patents.

Dr. Li also served as an Associate Editor of IEEE IV Symposium (2012/2013),
organization committee of FIF-ADAS forum (2013), Chinese Mechanical Engi-
neering Society-Senior Membership. He was the recipient of Award for Science
and Technology of China ITS Association (2012), Award for Technological
Invention in Ministry of Education (2012), National Award for Technological
Invention in China (2013), Honored Funding for Beijing Excellent Youth Re-
searcher (2013).

Kun Deng (S’09–M’13) received the B.E. de-
gree in automatic control and the M.S. degree in
mechanical engineering from Tsinghua University,
Beijing, China, in 2005 and 2007, respectively. He
also received the M.S. degree in mathematics and
the Ph.D. degree in mechanical engineering from the
University of Illinois at Urbana-Champaign, Cham-
paign, IL, USA, in 2010 and 2012, respectively.

He is a Research Engineer at Whirlpool Corpora-
tion, Benton Harbor, MI, USA. His research interests
include model reduction, control and optimization.

Sisi Li (S’13) received the B.E. degree in automation
from the Beijing Technology and Business Univer-
sity, Beijing, China, in 2008, and the M.S. and Ph.D.
degrees in electrical engineering from the New Jersey
Institute of Technology (NJIT), Newark, NJ, USA, in
2010 and 2014, respectively.

She is currently a Research Associate in the
Discrete Event Systems Laboratory, NJIT. Her re-
search interests include parameter identification, con-
trol, simulation and optimization of energy-efficient
systems.

Bo Cheng received the B.S. and M.S. degrees in
automotive engineering from Tsinghua University,
Beijing, China, in 1985 and 1988, respectively, and
the Ph.D. degree in mechanical engineering from
Tokyo University, Tokyo, Japan, in 1998.

He is currently a Professor at Tsinghua University,
and Dean of Tsinghua University, Suzhou Automo-
tive Research Institute. He is the author of more than
70 journal/conference papers, and the coinventor of
more than 20 patents. His active research interests
include autonomous vehicles, driver assistance sys-

tems, active safety, vehicular ergonomics, etc.
Dr. Cheng is the Chairman of Academic Board of SAE-Beijing, Member of

Council of Chinese Ergonomics Society, Committee Member of National 863
Plan, etc.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


