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Abstract—This paper presents a unified pseudospectral computational framework for accurately and efficiently solving optimal control problems (OCPs) of road vehicles. Under this framework, any continuous-time OCP is converted into a nonlinear programming (NLP) problem via pseudospectral transformation, in which both states and controls are approximated by global Lagrange interpolating polynomials at Legendre–Gauss–Lobatto (LGL) collocation points. The mapping relationship between the costates of OCP and the KKT multipliers of NLP is derived for checking the optimality of solutions. For the sake of engineering practice, a quasi-Newton iterative algorithm is integrated to accurately calculate the LGL points, and a multiphase preprocessing strategy is proposed to handle nonsmooth problems. A general solver called pseudospectral OCP solver (POPS) is developed in MATLAB environment to implement the computational framework. Finally, two classic vehicle automation problems are formulated and numerically solved by POPS: 1) optimization of eco-driving strategy in hilly road conditions; and 2) optimal path planning in an overtaking scenario. The comparison with an equally spaced direct method is presented to show the effectiveness of this unified framework.

Index Terms—Ecodriving, intelligent vehicle, optimal control, path planning, pseudospectral (PS) method.

I. INTRODUCTION

A customer becomes more demanding on comfort, safety, and efficiency; road vehicles gain more popularity in terms of automation, electrification, and hybridization [1], [2]. One common question is how to design optimal strategies to maximally enhance some performances of road vehicles. This question becomes more challenging due to the nonlinearity and uncertainty of vehicle dynamics, limited computing resources of control units, time-varying road/traffic conditions, etc. In automotive engineering, typical optimal control examples include power management for hybrid electric vehicles (HEVs)/electric vehicles [3], [4], optimal control for active suspensions [5]–[7], trajectory optimization for automated vehicles [8], fuel-optimized eco-driving assistance [9], etc. The power management for HEV is referred to dynamically optimizing the split of power between thermal and electrical paths, in pursuit of energy-saving for vehicle driving [1]. Active suspensions are in the sense to achieve optimal performance of ride and handling via dynamically manipulating stiffness and damping of suspensions in response to vehicle motions and road conditions [5]. The trajectory planning for automated vehicles concerns the real-time optimization of vehicle routes to accomplish the designated driving tasks [8]. The fuel-optimized eco-driving assistance aims to reduce fuel consumption by dynamically adjusting throttle angle, transmission gear ratio, and brake pressure in accordance with constraints on traffic conditions, road conditions, and the ability of vehicles [9].

In essence, obtaining the aforementioned optimal strategies is associated with optimal control problems (OCPs). Namely, it aims to minimize the given performance index of a dynamic system by manipulating control inputs. The main methods to obtain optimal strategies for both ICE-based and e-Powertrain-based road vehicles include Pontryagin’s minimum principle, dynamic programming, and traditional direct method (TDM) [1], [5], [10]–[13]. Pontryagin’s minimum principle falls into the category of indirect methods, and it gives the first-order necessary condition in the form of boundary value problems. When dealing with nonlinearities and complex constraints, this method is often incapable of obtaining optimal solutions in an efficient manner [14]. Dynamic programming is widely applied to OCPs that are difficult to be solved analytically; however, this method suffers from the curse of dimensionality and has low computational efficiency [12], [13], [15]. The TDMs, such as shooting methods and collocation methods, are also widely used for handling complex problems in automation, hybridization, and electrification of road vehicles. Compared to the TDMs, the pseudospectral (PS) method is more attractive due to its merits on high accuracy, lower sensitivity to initial value and faster convergence [16].

In 1995, Elmagar et al. first introduced the concept of the PS method into optimal control community [17]. Since 2000, Fahroo, Ross, Gong, Rao et al. intensively studied the PS method, and obtained a series of important achievements, e.g., the existence of optimal solution, covector mapping theorem, convergence rate theorem, and principles for choosing the consistency parameter and the interpolation weight function [16], [18]–[21]. The main idea of the PS method is to approximate state and control variables through a finite order of global
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interpolating polynomials and convert the OCP into a nonlinear programming (NLP) problem at orthogonal collocation points \([16], [17]\). The formulated NLP problem has been shown to converge to the original OCP in spectral accuracy \([22]\). For any infinitely differentiable function, the spectral accuracy is \(O(N^{-m})\) for every \(m \in \mathbb{Z}^+\), where \(N\) denotes \(N\)-th order approximation. For any analytic function, the convergence will be faster at the rate of \((c^N)\) for some constant \(0 < c < 1\) \([23]\).

Nowadays, the PS method has been successfully applied to problems in aerospace engineering. Some PS-based OCP solvers are also commercially available for researchers, e.g., DIDO by Ross \textit{et al.} \([24]\), GPOPS by Rao \textit{et al.} \([25]\), PSOPT by Becerra \textit{et al.} \([26]\), and PROPT by Tomlab Optimization \([27]\).

There are several typical PS methods: Chebyshev pseudospectral method (CPM), Legendre pseudospectral method (LPM), Gauss pseudospectral method (GPM), and Radau pseudospectral method (RPM). The CPM adopts Chebyshev–Gauss–Lobatto points to discretize states/inputs and uses Clenshaw–Curtis quadrature for numerical integration \([28]\). The LPM, GPM, and RPM use Lagrange interpolating polynomials to approximate states and control variables and Gaussian integral to calculate cost functions. The major difference among the three methods is the selection of collocation points, but all three kinds of points are calculated based on Legendre polynomial \([17], [29], [30]\). The comparison of the performance of LPM, RPM, and GPM indicates that Gauss and Radau methods have similar computational accuracy, and they have better costate estimation capabilities than the Legendre method \([32]\). However, the Legendre method has better performance for OCPs with fixed boundary conditions, while Gauss and Radau methods may not converge \([16], [31]\).

The main contribution of this paper is to develop a unified computational framework and software package aiming to efficiently calculate different types of OCPs arising from automotive engineering. The computational framework is based on the LPM and three new improvements, i.e., 1) performing the costate estimation for a more general OCP with a Bolza-type performance index and both equality and inequality constraints; 2) adopting a quasi-Newton iterative algorithm to efficiently calculate collocation points; and 3) proposing a method to segment and transform nonsmooth problems. In Section II, we introduce the framework to solve OCPs. In Section III, we discuss some important implementation issues of LPM, including costate estimation, accurate calculation of Legendre–Gauss–Lobatto (LGL) points, multiphase preprocessing for nonsmooth problems; a MATLAB environment-based software package is also developed. In Section IV, we apply the developed software package to solve two typical vehicle automation problems, i.e., ecodriving problem and path planning problem. The performance of this unified framework is finally compared with a traditional equally spaced direct method.

II. COMPUTATIONAL FRAMEWORK OF THE LPM

In automotive engineering, many problems aim to find an optimal control law \(u(t) \in \mathbb{R}^N_u\) to minimize a designed performance index. For example, in economical automation systems, we usually take the engine torque or acceleration as the control inputs and expect finding an optimal solution to minimize fuel consumption for a specific driving task. Other similar problems include the charge/discharge management of batteries, energy distributions for HEVs, optimizations of the stiffness and resistance for active suspensions, and path planning for automated vehicles. All these practical problems can be expressed by a general Bolza-type OCP with terminal constraints, equality and inequality path constraints, i.e.,

\[
\min J = \emptyset (x(t_f), t_f) + \int_{t_0}^{t_f} G(x(t), u(t), t) \, dt \tag{1}
\]

subject to

\[
\dot{x}(t) = f(x(t), u(t), t) \quad \varphi(x(t_0), x(t_f), t_0, t_f) = 0 \quad C_{eq}(x(t), u(t), t) = 0 \quad C_{ineq}(x(t), u(t), t) \leq 0
\]

where \(t \in \mathbb{R}\) denotes the time, \(x \in \mathbb{R}^N_x\) denotes the state vector, \(u \in \mathbb{R}^N_u\) denotes the control vector, \(f(\cdot)\) denotes the state space function, \(\emptyset(\cdot)\) denotes the Mayer performance index, \(G(\cdot)\) denotes the Lagrange performance index, and \(\varphi(\cdot)\) denotes the initial and terminal constraints, \(C_{eq}(\cdot)\) and \(C_{ineq}(\cdot)\) denote the equality and inequality path constraints, respectively.

Using the PS transformation, we approximate both state and control variables by Lagrange interpolating polynomials at the LGL points. The state-space equations are represented as equality constraints. The integral of cost function is calculated by the Gauss–Lobatto quadrature rule. Then, the OCP is converted into a NLP problem, which can be solved by available optimization solvers. The detailed framework is described next.

\textit{Step 1: Time-domain transformation.} For the sake of simplicity, we first transform the time domain \([t_0, t_f]\) to the canonical interval \([-1, 1]\):

\[
\tau = (2t - t_f - t_0) / (t_f - t_0), \quad \tau \in [-1, 1]. \tag{2}
\]

\textit{Step 2: Collocation and discretization.} For PS methods, the collocation points often come from the roots of orthogonal polynomials, which help avoid the Runge phenomenon. Let \(P_N(\tau)\) denote the \(N\)-order Legendre polynomials \([17]\), defined as

\[
P_N(\tau) = \frac{1}{2^N N!} \frac{d^N}{d\tau^N} (\tau^2 - 1)^N. \tag{3}
\]

The LGL points are defined as \(\tau_0 = -1, \tau_N = +1\), and \(\tau_k\) being the roots of \(P_N(\tau)\) for \(k = 1, 2, \ldots, N - 1\). Clearly, these \((N + 1)\) LGL points are also the roots of \((1 - \tau^2)^N\). Accurate calculation of LGL points is important to successfully implement the PS transformation. However, there is no explicit formula to compute the roots of \(P_N(\tau)\). Instead, we introduce an iterative numerical algorithm to compute these roots in Section III-B.

The state vector \(x(\tau)\) and control vector \(u(\tau)\) are discretized at points \(\{\tau_0, \tau_1, \ldots, \tau_N\}\). The discretized state vectors are denoted by \(\{X_0, X_1, \ldots, X_N\}\) and the discretized control vectors are denoted by \(\{U_0, U_1, \ldots, U_N\}\), where \(X_i = x(\tau_i)\) and
\[ U_i = u(\tau_i). \] Then, we approximate \( x(\tau) \) and \( u(\tau) \) by

\[
x(\tau) \approx X(\tau) = \sum_{i=0}^{N} L_i(\tau) X_i
\]

\[
u(\tau) \approx U(\tau) = \sum_{i=0}^{N} L_i(\tau) U_i
\]

where \( L_i(\tau) \) denotes the Lagrange interpolating basis function

\[
L_i(\tau) = \prod_{j=0, j \neq i}^{N} (\tau - \tau_j) / (\tau_i - \tau_j).
\]

**Step 3: Transformation of state space equation.** The states are essentially approximated by interpolating polynomials. Then, the differential operation of states can be approximated by the differential operation on Lagrange bases, denoted as

\[
\dot{x}(\tau_k) \approx \dot{X}(\tau_k) = \sum_{i=0}^{N} D_{ki} X_i = \sum_{i=0}^{N} D_{ki} X_i,
\]

where \( k = 0, 1, 2, \ldots, N \) and \( D = \{D_{ki}\} \in \mathbb{R}^{(N+1) \times (N+1)} \) denotes the differentiation matrix [16], defined as

\[
D_{ki} = \begin{cases}
P_N^{(\tau_k)}, & i \neq k; \\
-N(N+1)/4, & i = k = 0; \\
N(N+1)/4, & i = k = N; \\
0, & \text{otherwise}.
\end{cases}
\]

Then, the state space equation can be converted as the following \((N+1)\) equality constraints at LGL points,

\[
\sum_{i=0}^{N} D_{ki} \dot{x}(\tau_k) - \frac{t_f - t_0}{2} f(X_k, U_k, \tau_k) = 0.
\]

**Step 4: Transformation of performance index.** The performance index is transformed using the Gauss–Lobatto quadrature rule

\[
J = \int_{\tau_0}^{\tau_N} f(X_k, U_k, \tau_k) d\tau = \int_{\tau_0}^{\tau_N} \frac{1}{N(N+1)} P_N^{\tau_0}(\tau_k) \frac{2}{G^2 N(\xi)}\,d\tau_k,
\]

where \( w_k = \int_{\tau_0}^{\tau_N} l_k(\tau) d\tau = \frac{2}{N(N+1)} P_N^{\tau_0}(\tau_k) \)

The Gauss–Lobatto quadrature is critical to the accuracy of transforming the integral. The residual in Gauss–Lobatto quadrature is [33]

\[
R_{N+1} = -\frac{(N+1)N^32^{2N+1}((N-1)!)^4}{(2N+1)((2N)!)^3}G^{2N}(\xi).
\]

Thus, by using \((N+1)\) LGL points, the quadratic residual is equal to zero for any polynomials with order less than \((2N-1)\).

**Step 5: OCP to NLP problem conversion.** Using aforementioned steps, we can convert the OCP to the following NLP problem, i.e.,

\[
\begin{align*}
\min_{X_k, U_k} & \quad J = \int_{\tau_0}^{\tau_N} f(X_k, U_k, \tau_k) d\tau \\
\text{subject to} & \quad \left\| \sum_{i=0}^{N} D_{ki} X_i - \frac{t_f - t_0}{2} f(X_k, U_k, \tau_k) \right\|_\infty \leq \delta \\
& \quad \| \phi(X_0, X_N, \tau_0, \tau_N) \|_\infty \leq \delta \\
& \quad \| C_{eq}(X_k, U_k, \tau_k) \|_\infty \leq \delta \\
& \quad C_{inq}(X_k, U_k, \tau_k) \leq 0,
\end{align*}
\]

where \( k, i = 0, 1, \ldots, N \). The equality constraints are imposed at all points including two endpoints. A scalar \( \delta \) is used to relax the equality constraints to avoid infeasibility. The scalar \( \delta \) can be selected as [19]

\[
\delta = (N-1)^{\alpha-m},
\]

where \( m \) implies that the optimal state variable has continuous \((m-1)\)th-order classical derivatives, \( \alpha \) is usually set as \(3/2\) [19]. There are \((N_x + N_u) \times N\) variables to be optimized in the NLP problem. For nonfixed terminal time \( t_f \), we can also take \( t_f \) as an additional variable to be optimized. The converted NLP is a high-dimensional and sparse problem. Some known sparse NLP solvers can be used to solve this kind of problem, like SNOPT used here [34].

### III. IMPLEMENTATION OF THE PS METHOD

In this section, some important topics on implementing the method are discussed. We first present the costate estimation for the defined Bolza-type OCP with both equality and inequality constraints. Since the computation of LGL points has no explicit expression, a quasi-Newton iterative algorithm is introduced to numerically calculate the collocation points. A multiphase pre-processing strategy is proposed to deal with non-smooth problems, which is often accompanied with low accuracy if using the PS method directly. A MATLAB environment-based solver, i.e., pseudospectral optimal control problem solver (POPS), is developed finally.

#### A. Costate Estimation

The costate of OCPs plays an important role in evaluating the optimality of solutions, but direct methods cannot provide explicit expressions of costates. Ross et al. have suggested that there exists a mapping relationship between costate variables of the original OCP and KKT multipliers of the associated NLP [18]. This mapping relationship can be used to compute the costate variables indirectly from the KKT multipliers. In the following, we will derive the mapping relationship for Bolza-type OCP as shown in (1).

First, we construct the Hamiltonian for the OCP:

\[
H = \frac{t_f - t_0}{2} (G + \lambda^T f) + \mu_{eq}^T C_{eq} + \mu_{inq}^T C_{inq},
\]

where \( \lambda \in \mathbb{R}^{N_x}, \mu_{eq} \in \mathbb{R}^{N_{eq}}, \mu_{inq} \in \mathbb{R}^{N_{inq}} \) are costate variables of the OCP corresponding to the state space model, equality path constraints, and inequality path constraints. According to the first-order optimality condition, we have the following
differential equation:
\[ \dot{\lambda}(\tau_k) = -\left( \frac{\partial H}{\partial x} \right)(\tau_k). \] (15)

Since \( \dot{\lambda} \) satisfies \( \dot{\lambda}(\tau_k) = \sum_{i=0}^{N} D_{ki} \lambda(\tau_i) \), then
\[
\frac{t_f - t_0}{2} \left[ \frac{\partial G}{\partial x} + \left( \frac{\partial f}{\partial x} \right)^T \lambda(\tau_k) \right] + \left( \frac{\partial C_{eq}}{\partial x} \right)^T \mu_{eq} + \left( \frac{\partial C_{inq}}{\partial x} \right)^T \mu_{inq} = -\sum_{i=0}^{N} D_{ki} \lambda(\tau_i). \] (16)

After applying the PS transformation, the Lagrangian function of associated NLP is given by
\[
\dot{J} = \Theta + \frac{t_f - t_0}{2} \sum_{i=0}^{N} w_i G_i + \bar{v}^T \varphi + \sum_{i=0}^{N} \lambda_i \left( \frac{t_f - t_0}{2} f_i - x_i \right) + \tilde{\mu}_{eq,i}^T C_{eq,i} + \tilde{\mu}_{inq,i}^T C_{inq,i}, \] (17)

where \( \dot{\lambda}, \mu_{eq}, \mu_{inq}, \bar{v} \) are the KKT multipliers of the NLP.

According to the KKT conditions for a generic NLP, we have
\[
\frac{\partial \dot{J}}{\partial X_k} = \frac{\partial \dot{J}}{\partial U_k} = 0 \quad C_{eq,k} = 0, \tilde{\mu}_{eq,k} C_{eq,k} = 0. \] (18)

The partial derivatives of \( \dot{J} \) with respect to \( X_k \) are given next for \( k = 1, \ldots, N - 1 \):
\[
\frac{\partial \dot{J}}{\partial X_k} = \frac{t_f - t_0}{2} \left[ \frac{\partial G_k}{\partial x} w_k + \left( \frac{\partial f_k}{\partial x} \right)^T \tilde{\lambda}_k \right] + \left( \frac{\partial C_{eq,k}}{\partial x} \right)^T \mu_{eq,k} + \left( \frac{\partial C_{inq,k}}{\partial x} \right)^T \tilde{\mu}_{inq,k} - \frac{\partial}{\partial X_k} \sum_{i=0}^{N} \lambda_i^T X_i = 0 \] (19)

where
\[
\frac{\partial}{\partial X_k} \sum_{i=0}^{N} \lambda_i^T X_i = \sum_{i=0}^{N} \lambda_i^T \left( \frac{\partial}{\partial X_k} \sum_{n=0}^{N} D_{in} X_n \right) = \sum_{i=0}^{N} D_{ik} \lambda_i. \] (20)

On the other hand, by considering
\[
w_i D_{ik} = -w_k D_{ki}, \quad i \neq k
\]
\[D_{ik} = D_{ki} = 0, \quad i = k. \] (21)

We have
\[
\frac{t_f - t_0}{2} \left[ \frac{\partial G_k}{\partial x} + \left( \frac{\partial f_k}{\partial x} \right)^T \tilde{\lambda}_k \right] + \left( \frac{\partial C_{eq,k}}{\partial x} \right)^T \mu_{eq,k} \left( \frac{\partial C_{inq,k}}{\partial x} \right) \mu_{inq,k} = \sum_{i=0}^{N} D_{ki} \tilde{\lambda}_i. \] (22)

By comparing (22) with (16), we know that if two equations are equivalent, we must have
\[
\lambda(\tau_k) = \frac{\tilde{\lambda}_k}{w_k}, \quad k = 1, \ldots, N - 1. \] (23)

Equation (23) provides the mapping relations between \( \lambda(\tau_k) \) and \( \tilde{\lambda}_k \) for \( k = 1, \ldots, N - 1 \). For \( k = 0, N \), we need to consider the effects of Mayer function \( \emptyset \) and constraint \( \varphi \) to derive mapping relations for \( \lambda_t(0) \) and \( \lambda_t(N) \). The partial derivative of \( \dot{J} \) with respect to \( X_0 \) is given by
\[
\frac{t_f - t_0}{2} \left[ \frac{\partial G_0}{\partial x_0} w_0 + \left( \frac{\partial f_0}{\partial x_0} \right)^T \tilde{\lambda}_0 \right] + \left( \frac{\partial C_{eq,0}}{\partial x_0} \right)^T \mu_{eq,0} + \left( \frac{\partial C_{inq,0}}{\partial x_0} \right)^T \mu_{inq,0} + \left( \frac{\partial \varphi}{\partial x_0} \right)^T \bar{v} - \sum_{i=0}^{N} D_{i0} \tilde{\lambda}_i = 0. \] (24)

Since
\[
w_i D_{0i} = -w_0 D_{0i} \quad i \neq 0
\]
\[D_{00} = -1/(2w_0) \quad i = 0. \] (25)

Then
\[
\sum_{i=0}^{N} D_{i0} \tilde{\lambda}_i = -w_0 \sum_{i=0}^{N} \frac{\tilde{\lambda}_i}{w_i} - \frac{\tilde{\lambda}_0}{w_0} \] (26)

Thus, we have
\[
\frac{t_f - t_0}{2} \left[ \frac{\partial G_0}{\partial x_0} w_0 + \left( \frac{\partial f_0}{\partial x_0} \right)^T \tilde{\lambda}_0 \right] + \left( \frac{\partial C_{eq,0}}{\partial x_0} \right)^T \mu_{eq,0} + \left( \frac{\partial C_{inq,0}}{\partial x_0} \right)^T \mu_{inq,0} + \frac{1}{w_0} \left( \frac{\partial \varphi}{\partial x_0} \right)^T \bar{v}_0. \] (27)

Similar arguments hold when considering the partial derivative of \( \dot{J} \) with respect to \( X_N \):
\[
\frac{t_f - t_0}{2} \left[ \frac{\partial G_N}{\partial x_N} + \left( \frac{\partial f_N}{\partial x_N} \right)^T \tilde{\lambda}_N \right] + \left( \frac{\partial C_{eq,N}}{\partial x_N} \right)^T \mu_{eq,N} + \left( \frac{\partial C_{inq,N}}{\partial x_N} \right)^T \mu_{inq,N} = \sum_{i=0}^{N} D_{Ni} \frac{\tilde{\lambda}_i}{w_i} + \frac{1}{w_N} \left[ \tilde{\lambda}_N \right] - \left( \frac{\partial \varphi}{\partial x_N} \right)^T \bar{v}_N. \] (28)

By comparing (27) with (16), we know that if two equations are equivalent, the term containing \( \lambda(t_0) \) in (16) must be equal to the term containing \( \tilde{\lambda}_0 \) and \( \lambda_0 \) in (27), i.e., \( \lambda(t_0) \) depends on both \( \tilde{\lambda}_0 \) and \( \lambda_0 \). Thus, we cannot establish the mapping relation between \( \lambda(t_0) \) and \( \lambda_0 \) without additional imposed conditions. Similar arguments also hold true for the mapping relation between \( \lambda(t_N) \) and \( \tilde{\lambda}_N \). However, there is a feasible solution when closure conditions with feasibility tolerance are
added [35]. Here, we add a set of closure conditions to establish the mapping relationship for \( \lambda (\tau_0) \) with respect to \( \tilde{\lambda}_0, \tilde{v}_0 \), and \( \lambda (\tau_N) \) with respect to \( \tilde{\lambda}_N, \tilde{v}_f \). Equations (29) and (30) are newly added closure conditions:

\[
\frac{\tilde{\lambda}_0}{w_0} + \left( \frac{\partial \varphi}{\partial X_0} \right)^T \tilde{v}_0 = 0 \quad (29)
\]

\[
\frac{\tilde{\lambda}_N}{w_N} - \frac{\partial \varphi}{\partial X_N} - \left( \frac{\partial \varphi}{\partial X_N} \right)^T \tilde{v}_f = 0. \quad (30)
\]

Then, we obtain the relation mapping for \( k = 0, N \):

\[
\lambda (t_0) = \frac{\tilde{\lambda}_0}{w_0}, \quad \lambda (t_N) = \frac{\tilde{\lambda}_N}{w_N}. \quad (31)
\]

By considering the partial derivatives of \( \tilde{J} \) with respect to \( U_k \) for \( k = 0, \ldots, N \), we can similarly derive the following conditions:

\[
\mu_{eq}(t_k) = \frac{\tilde{\mu}_{eq,k}}{w_k}
\]

\[
\mu_{inq}(t_k) = \frac{\tilde{\mu}_{inq,k}}{w_k}. \quad (32)
\]

In summary, (23), (31), and (32) establish the mapping relations between the costate variables of OCP and the KKT multipliers of the associated NLP, which provides an indirect way to examine the optimality of optimal solutions.

B. Numerical Calculation of Collocation Points

Since there is no explicit expression for the roots of \( P_N (\tau) \), directly solving \( P_N (\tau) \) through Legendre polynomials usually result in very low accuracy. Here, we employ the quasi-Newton algorithm to iteratively compute the roots of \( P_N (\tau) \). The quasi-Newton method includes two main parts: choosing an initial guess and designing an updating law. To efficiently compute the roots of \((N + 1)\)-order polynomial \( g(z) = (1 - z^2) P_N(z) \), the initial guess for iteration is chosen as the poles of \( N \)-order Chebyshev polynomial that has explicit mathematical representation

\[
z_0 = \{ \theta_k | \theta_k = \cos(\pi k/N) \} \quad (33)
\]

where \( k = 0, 1, \ldots, N \). The updating law is designed as

\[
z_n = z_{n+1} - \Delta z_n \quad (34)
\]

where \( n \) denotes the step index, and \( \Delta z_n \) is the length of each iteration. The Legendre polynomial satisfies the following recursive relation:

\[
z_n P_N(z_n) - P_{N-1}(z_n) = NP_N(z_n). \quad (35)
\]

Then, \( \Delta z_n \) can be mathematically expressed as

\[
\Delta z_n = \frac{z_n P_N(z_n) - P_{N-1}(z_n)}{z_n P_N(z_n) - P_{N-1}(z_n)} = \frac{z_n P_N(z_n) - P_{N-1}(z_n)}{NP_N(z_n)}. \quad (36)
\]

Note that (36) needs to compute the values of \( P_N(z_n) \) and \( P_{N-1}(z_n) \), which can be calculated by the recursive relation of Legendre polynomial [33], i.e.

\[
P_m(z_n) = \frac{2m + 1}{m + 1} z_n P_m(z_n) - \frac{m}{m + 1} P_{m-1}(z_n) \quad (37)
\]

where \( m = 3, 4, \ldots, N \). In summary, the computation algorithm for LGL collocation points is given below:

1) Initial points are determined using (33).
2) For step \( n \),
   a) recursively compute \( P_N(z_n) \) using (37) with initial conditions \( P_1(z_n) = 1; P_2(z_n) = z_n \);
   b) use (34) and (36) to iteratively compute \( z_{n+1} \);
3) Stop if \( |z_{n+1} - z_n|_\infty < \epsilon \).

We run this computation algorithm in MATLAB 2009a with 3.2 GHz CPU, and set \( \epsilon = 10^{-16} \). The computing time for choosing 40, 70, or 500 collocation points is 22, 31, or 35 ms, respectively. The solution efficiency satisfies the common requirements of computing resources.

The differentiation matrices and integration weights can be calculated by (7) and (10), respectively, with accurate calculated LGL points \( z \) and \( P_N(z) \).

C. Multiphase Problems

The accuracy of the PS method is high for smooth problems but unsatisfactory for nonsmooth problems. Increasing the number of collocation points can increase the accuracy in a way but also significantly reduce the computational efficiency. A multiphase strategy can be employed to apply the PS method for nonsmooth problems [36]. The basic idea is to divide the original problem into multiple phases, and apply the PS method at each phase, respectively. Additional connectivity constraints are needed to add between different phases.

For the OCP with known phase-division locations, the multiphase processing strategy is straightforward. Let \( \{ T_1, T_2, \ldots, T_{P-1} \} \) denote the phase-division locations of a problem with \( P \) phases. Then, we can convert the original nonsmooth problem to \( P \)-phase smooth OCPs. For each phase, we can set different performance indices, state equations, and path constraints. The total performance index is the summation of all phases:

\[
J = \int + \sum_{p=1}^{P} \frac{t_f^p - t_0^p}{2} \sum_{k=0}^{N_p} W_k^p C_k^p (X_k^p, U_k^p, t_k^p). \quad (38)
\]

The connectivity constraints can be added between two phases based on specific requirements. For example of a bang-bang control problem, the state variables between two phases must be continuous and the control variables are allowed to have breakpoints. The connectivity constraints can be denoted as

\[
C_{\text{phase}} (X_f^i, U_f^i, t_f^i, X_i^0, U_i^0, t_i^0) = 0 \quad 1 \leq i, j \leq P. \quad (39)
\]

However, the phase-division locations are usually unknown in advance for researchers. There are two strategies to deal with such issues. The first strategy is to regard phase-division locations as additional optimization variables. This strategy increases the computational complexity but is easy to implement. The second strategy is to obtain initial optimization results first by roughly applying the PS method to the original problem, then find out the fast-changing regions of the state and control inputs, and finally form a multiphase problem by taking the fast-changing regions as a new phase. The basic idea is to
In this section, we chose two typical OCPs of automated driving to demonstrate the effectiveness of the proposed framework and solver: 1) fuel-optimized ecodriving strategy in hilly road conditions; and 2) optimal path planning in an overtaking task.

A. Fuel-Optimized Automated Vehicles

For road vehicles, fuel-saving techniques have been enthusiastically studied over the past decades. One important topic is the ecodriving assistance or automation. It was demonstrated that driving styles can change fuel efficiency by up to 10% even in a normal traffic flow [37]. The fuel-optimized automation aims to implement the proper control to vehicles to minimize fuel consumption. The design of such strategies is in essential to solve an OCP. This section considers a typical case study, i.e., cruise control in hilly road conditions. The vehicle considered here is a passenger car equipped with a 2.0 L gasoline engine and a continuous variable transmission (CVT).

The vehicle runs on a hilly road with both uphill and downhill. As shown in Fig. 1, road AB is flat with length $L_1$, road BC is a hilly section with horizontal length $L_2$ and height $H$, and road CD is flat with length $L_3$. There is a traffic light at the end point $D$ such that the green light is only on for $t \in [t_{min}, t_{max}]$. The goal is to travel from point $A$ to point $D$ with minimal fuel consumption while subjecting to the constraints that vehicle must pass through point $D$ during $t_f \in [t_{min}, t_{max}]$ and the velocity must be bounded as $v \in [v_{min}, v_{max}]$.

The longitudinal dynamic model of vehicle is given next:

$$
\dot{v} = \frac{\delta M \dot{v}}{F_R} + \frac{F_R}{0.5 C_d \rho \pi v^2 + M g (f \cos \theta + \sin \theta)}
$$

(40)

where $i_g$ denotes the transmission ratio, $i_0$ denotes the final gear ratio, $\eta_{TR}$ denotes the driveline efficiency, $T_r$ denotes the engine torque, $r_w$ denotes the tire effective radius, $\delta$ denotes rotating mass coefficient, $M$ denotes the total mass of vehicle, $C_d$ denotes aerodynamic drag coefficient, $\rho$ denotes air density, $A_v$ denotes frontal area of vehicle, $v$ denotes vehicle velocity, $f$ denotes the rolling resistance coefficient, and $\theta$ denotes the road slope. By assuming no clutch sliding, the following relationship between engine speed $\omega_e$ and vehicle velocity $v$ holds:

$$
\omega_e = \frac{60 i_g i_0}{(2\pi r)}
$$

(41)

The distance $s$, velocity $v$, and acceleration $a$ are related as

$$
\dot{s} = v \cos \theta
$$

$$
\dot{v} = a
$$

(42)

The engine fuel injection rate is an analytical model coming from the least square error fitting of engine brake specific fuel consumption (BSFC) map:

$$
F_s (T_r, \omega_e) = \sum_{i=0}^{4} \sum_{j=0}^{4} \beta_{ij} \left( \frac{T_r}{200} \right)^{i-j} \left( \frac{\omega_e}{6500} \right)^j
$$

(43)

where $\beta$ is the fitting coefficient vector. The engine BSFC is shown in Fig. 2.
The optimal BSFC line (i.e., E-line) of engine is fitted as

\[ T_{\text{eco}}(w_e) = k_{\text{eco}}(w_e - 1000)^\gamma \]  

where \( k_{\text{eco}} \) is the fitting coefficient, and \( \gamma = 1/3 \) is the exponent of fitting function. The optimal E-line is also shown in Fig. 2. It is assumed that the CVT ratio is accurately controlled such that the engine always works along the optimal BSFC line for any output power.

The OCP is formulated next:

\[ \text{min } J = \int_{0}^{t_f} F_s + k_e (dT_e/\text{dt})^2 \text{dt} \]  

subject to

\[ s = v \cos \theta_s \]

\[ v = i_g i_0 \eta_e T_e / (\delta M r) - F_R/\delta M \]

\[ w_e = 60 i_g i_0 / (2 \pi r) \]

\[ T_e - k_{\text{eco}}(w_e - 1000)^\gamma = 0 \]

\[ s(0) = 0 \]

\[ s(t_f) = L_1 + L_2 + L_3 \]

\[ v(0) = v_0 \]

\[ w_{e_{\min}} \leq w_e \leq w_{e_{\max}} \]

\[ i_{\gamma_{\min}} < i_\gamma \leq i_{\gamma_{\max}} \]

\[ v_{\min} \leq v \leq v_{\max} \]

\[ t_{\min} \leq t_f \leq t_{\max} \]

where state variables include the distance \( s \) and velocity \( v \), and control variables include engine torque \( T_e \) and transmission ratio \( i_\gamma \). The parameters are listed in Table I.

The POPS is applied to solve the OCP (45) with 50 collocation points. Three different initial velocities are considered, 25, 50, and 75 km/h. The optimization results are given next. For three different initial velocities, the fuel consumptions are 37.71, 27.22, and 16.75 g, respectively; the traveling time to point \( D \) is 33.65, 30.17, and 23.92 s, respectively. Fig. 3 depicts the solutions of distances, velocity, and engine torque \( T_e \).

We can observe from Fig. 3 that on road AB, the vehicle keeps accelerating to a high speed; afterward, the engine gradually reduces its power to slow down the vehicle. On the uphill, the vehicle velocity drops quickly; on the downhill, the vehicle regains high speed; on road CD, the engine torque remains small to let the vehicle coast down to point \( D \). During driving on uphill, kinetic energy is transformed into potential energy, thus largely reducing the vehicle velocity. During driving on downhill, the vehicle releases potential energy to accelerate.

To compare the optimization results obtained by POPS with the operation by a driver, we design a PID controller to roughly simulate the common driving operation. The PID controller is used to keep the vehicle velocity smooth by accelerating or braking. The driving strategies obtained by POPS and PID are shown in Fig. 4.

We can observe from Fig. 4(a) and (b) that in the PID strategy the velocity decreases on the uphill road and increases on the downhill road. The velocity fluctuation is much lower than that of the POPS strategy. During the uphill road, the engine works in a noneconomy region with the maximal power output; during the downhill road, the vehicle takes braking to avoid rapid rising on velocity, which wastes a lot of kinetic energy. The total fuel of the PID strategy is around 31.26 g, while the POPS strategy only consumes 27.22 g (12.92% less). Considering the difference between final velocities, we can find that the POPS strategy produces more 35 kJ kinetic energy than the PID strategy does. So, the POPS strategy provides better driving performance than the PID strategy.

### B. Trajectory Optimization in Overtaking Task

This case study presents a trajectory planning problem for automated vehicles to overtake another vehicle under mild conditions, i.e., dry road and nonaggressive driving. As shown in Fig. 5, a vehicle is required to fulfill the task of overtaking the vehicle ahead following the optimal path within the predefined trajectory region, along with the guarantee to minimize the weighted sum of squares of the steering angle and the lateral acceleration.

<table>
<thead>
<tr>
<th>Para. Value</th>
<th>Value</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_D )</td>
<td>0.316</td>
<td>( L_1 )</td>
</tr>
<tr>
<td>( A_s )</td>
<td>2.22 m²</td>
<td>( L_2 )</td>
</tr>
<tr>
<td>( \rho_a )</td>
<td>1.226 kg/m³</td>
<td>( L_3 )</td>
</tr>
<tr>
<td>( M )</td>
<td>1600 kg</td>
<td>( H )</td>
</tr>
<tr>
<td>( f )</td>
<td>0.028</td>
<td>( \nu_0 )</td>
</tr>
<tr>
<td>( \delta )</td>
<td>1.2</td>
<td>( \nu_{\min} )</td>
</tr>
<tr>
<td>( i_0 )</td>
<td>3.863</td>
<td>( \nu_{\max} )</td>
</tr>
<tr>
<td>( \eta_e )</td>
<td>0.9</td>
<td>( t_{\min} )</td>
</tr>
<tr>
<td>( r )</td>
<td>0.307 in</td>
<td>( t_{\max} )</td>
</tr>
<tr>
<td>( w_{\text{cons.}/\text{max}} )</td>
<td>1000/6000 r/min</td>
<td>( k_e )</td>
</tr>
<tr>
<td>( \nu_{\min}/\text{max} )</td>
<td>0.42/6</td>
<td></td>
</tr>
</tbody>
</table>
The system state equations can be obtained through the kinematic model and the lateral dynamic model of vehicles with two degrees of freedom as shown in Fig. 5. Under the assumption that the lateral tire force is proportional to the slip angle and the influence of longitudinal tire force, suspension, and slip angle on slip angle are ignored [38], the dynamics of vehicles in
coordinate system \( xoy \) is derived as
\[
\begin{align*}
\dot{v} &= \frac{k_f + k_r}{m u} v + \left( \frac{a k_f - b k_r}{m u} - u \right) w_r - \frac{k_f}{m i} \delta_w \\
w_r &= \frac{a k_f - b k_r}{I_z u} v + a^2 k_f + b^2 k_r \frac{w_r}{I_z} - \frac{a k_f}{I_z i} \delta_w \\
\dot{\phi} &= w_r
\end{align*}
\]
(46)
where \( v \) denotes the lateral velocity, \( k_f \) and \( k_r \) denote the cornering stiffness of two front tires and two rear tires, \( a \) and \( b \) denote the distances of the front tire and the rear tire from the center of vehicle gravity, respectively, \( m \) denotes the mass of a vehicle, \( u \) denotes the longitudinal velocity, \( w_r \) denotes yaw rate of vehicle, \( i \) denotes the transmission ratio of steering system, \( \delta_w \) denotes the steering angle, \( I_z \) denotes the yaw moment of inertia of vehicle, and \( \phi \) denotes yaw angle of vehicle in global axes.

To illustrate the trajectory of a vehicle, an earth coordinate system \( XOY \) is constructed, where the vehicle is located in \((X,Y)\). The relationship between moving trajectory and the states of vehicle can be presented as
\[
\begin{align*}
\dot{X} &= u \cos \phi - v \sin \phi \\
\dot{Y} &= u \sin \phi + v \cos \phi.
\end{align*}
\]
(47)
During the overtaking task, reducing the steering angle and the lateral acceleration can increase the performance of vehicle ride and handling. The performance function is designed as
\[
J = \int_0^{t_f} k_1 a_y^2 + k_2 \delta_w^2 \, dt
\]
(48)
where \( a_y \) denotes as the lateral acceleration and \( k_1, k_2 \) denote the weighting coefficients of performance index. The region of overtaking trajectory \( T_v \) is demonstrated in Fig. 6(a), following the definitions:
\[
\begin{align*}
T_v &= \{ y \mid |y - \tilde{y}| \leq \varepsilon/2 \} \\
\tilde{y} &= A_r / \left( 1 + e^{-k_3(x-x_1)} \right) - A_r / \left( 1 + e^{-k_4(x-x_2)} \right)
\end{align*}
\]
(49)
where \( \tilde{y} \) denotes the center line of the designed trajectory region, \( \varepsilon \) denotes the width of a trajectory region, and \( A_r, k_3, k_4, x_1, x_2 \) denote the coefficients of the center line. The OCP for trajectory optimization is formulated as
\[
\min J = \int_0^{t_f} k_1 a_y^2 + k_2 \delta_w^2 \, dt
\]
(50)
subject to
\[
\begin{align*}
\dot{v} &= \frac{k_f + k_r}{m u} v + \left( \frac{a k_f - b k_r}{m u} - u \right) w_r - \frac{k_f}{m i} \delta_w \\
w_r &= \frac{a k_f - b k_r}{I_z u} v + a^2 k_f + b^2 k_r \frac{w_r}{I_z} - \frac{a k_f}{I_z i} \delta_w \\
\dot{\phi} &= w_r \\
\dot{x} &= u \cos \phi - v \sin \phi
\end{align*}
\]
Fig. 6. POPS optimization results. (a) Vehicle trajectory. (b) Steering wheel angle. (c) Yaw angle. (d) Lateral acceleration.

The parameters used for simulation are listed in Table II. We explicitly use the developed solver POPS to compute the numerical solutions. The number of collocation points is set to 60. The optimal performance index is 0.0143, and the results are illustrated in Fig. 6. As shown in Fig. 6, the optimized trajectory via POPS has a relatively smoother trajectory and satisfies the boundary constraints precisely. We note that the maximum fluctuations of the steering angle decrease by more
TABLE II
SIMULATION PARAMETERS

<table>
<thead>
<tr>
<th>Para</th>
<th>Value</th>
<th>Para</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>m</td>
<td>1450 kg</td>
<td>k₁</td>
<td>1</td>
</tr>
<tr>
<td>a</td>
<td>1.2 m</td>
<td>k₂</td>
<td>0.25</td>
</tr>
<tr>
<td>b</td>
<td>1.5 m</td>
<td>E</td>
<td>0.8 m</td>
</tr>
<tr>
<td>I₁</td>
<td>1550 kg·m²</td>
<td>A₁</td>
<td>3.5 m</td>
</tr>
<tr>
<td>k₁</td>
<td>−52 000 N·rad</td>
<td>k₃</td>
<td>0.12</td>
</tr>
<tr>
<td>k₂</td>
<td>−116 000 N·rad</td>
<td>k₄</td>
<td>0.08</td>
</tr>
<tr>
<td>u</td>
<td>12.5 m/s</td>
<td>x₁</td>
<td>70 m</td>
</tr>
<tr>
<td>i</td>
<td>20</td>
<td>x₂</td>
<td>180 m</td>
</tr>
<tr>
<td>tₙ max</td>
<td>30 s</td>
<td>ε</td>
<td>0.8 m</td>
</tr>
</tbody>
</table>

Fig. 7. POPS results for multiple phase problem. (a) Vehicle trajectory. (b) Lateral acceleration.

than 50%, no rapid fluctuations in the process, and the lateral acceleration of the vehicle is significantly reduced.

However, if the predesigned center line of trajectory is not smooth but can only be described roughly by nonsmooth functions, the POPS can still be applied to solve this problem via the multiphase preprocessing strategy. The center line of nonsmooth trajectory is described as

\[
\tilde{y} = \begin{cases} 
0, x \in [0, 40] \\
3.5/40^* (x - 40), x \in [40, 80] \\
3.5, x \in [80, 160] \\
3.5 - 3.5/40^* (x - 160), x \in [160, 200] \\
0, x \in [200, 240] 
\end{cases}
\] (51)

which consists of five sections shown in Fig. 7(a), and ε is set to 2 m. The control variables and state variables are set to be continuous at the break points. The optimized trajectory is shown in Fig. 7(a). The optimized lateral acceleration is shown in Fig. 7(b), where u is set to 12.5 and 20 m/s. This new example can illustrate the idea of multiphase strategy that dividing the original nonsmooth problem into multiple smooth problems. Actually, this kind of trajectory optimization in overtaking task is highly nonlinear. It will be much more complicated if employing the strategy to numerically solve the first-order optimality conditions.

In order to illustrate the advantages of the PS method compared to direct methods, we also solve the aforementioned problem by one TDM with following characteristics: 1) using equidistant points instead of orthogonal collocation in discretization; and 2) using composite trapezoidal quadrature rule for the integral of cost function. The convergence rate of both LPM and TDM is shown in Fig. 8, which represents the error of performance index compared to theoretical optimal solution (we use the solution of the PS method with 125 collocation points instead). Fig. 8 can clearly show that the LPM converges faster and possesses higher accuracy than TMD with the same number of collocation points does. The error of performance index is less than 1% of LPM with 60 collocation points, while the error of TDM with 60 collocation points is greater than 5.5%. Actually, other similar comparison of the PS method and TDM can reach the same conclusion that the PS method is more accurate than the traditional collocation methods [39]. The computational load is determined by the number of collocation points, initial values, and the complexity of the OCPs, e.g., the number and types of constraints. This computational framework and the developed MATLAB solver can solve most complex problems with better accuracy, but it is usually applied for offline calculation. For example, the time consumption is 2.69 and 17.04 s at 20 and 40 collocation points when initial values are set to be zero vector (in MATLAB with 3.2 GHz CPU). Greater than 95% of time is consumed to solve the converted NLP problem by a large number of iterations, which is a common issue for most optimization methods.

V. CONCLUSION

In this paper, we developed a unified computational framework based on the Legendre pseudospectral method for the purpose of accurately and efficiently calculating optimal control strategies in automotive engineering. The mapping relationship between the costate variables of OCP and the KKT multipliers of NLP is derived for the sake of checking the optimality of solutions. For engineering implementation, a quasi-Newtono
iterative algorithm was designed to accurately calculate the LGL points and a multiphase preprocessing strategy was proposed to handle nonsmooth problems. A generic solver called POPS was also developed in MATLAB environment. Two case studies in the field of vehicle automation, i.e., the optimization of eco-driving strategy and the optimal path planning, were used to demonstrate the effectiveness of the developed solver. The results show that the developed framework can effectively solve complex vehicle OCPs with linear and/or nonlinear dynamics, complex constraints and different typed performance index. Compared to TDMs, this solver is more efficient and accurate for solving OCPs.
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