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Abstract—This paper presents a preview servo-loop speed 

control algorithm to achieve smooth, accurate, and 

computationally inexpensive speed tracking for connected 

automated vehicles (CAVs). Differing from methods neglecting 

the future road slope and target speed information, the 

proposed controller focuses on taking advantages of this 

accessible future information to achieve better speed tracking 

performance. It integrates the future slope and target speed into 

an augmented optimal control problem, by solving which we 

obtain the optimal control law in an analytical form. The brake/ 

throttle control laws consist of five parts, i.e., three feedback 

controls of system states and two feedforward items—preview 

of road slope and preview of target speed. This controller and its 

degenerate form, i.e., a classic PID, are implemented and 

applied to our automated vehicle platform, a Hybrid Lincoln 

MKZ. Experimental results show three major benefits of the 

proposed control—lower speed tracking errors, more gentle 

operations, and smoother brake/throttle behaviors. 

Index Terms—Autonomous vehicles, speed tracking control, 

preview control, vehicle dynamics control 

I. INTRODUCTION 

Connected and automated vehicles (CAVs) are emerging 

as a potential technology to enhance traffic safety and 

efficiency, as well as to liberate human drivers who are unfit 

or do not want to drive 
[1][2]

. Various technologies such as 

sensing, perception, decision making, path planning, motion 

control, and digital map are rapidly evolving to pursue fully 

automated cars. As one of the fundamental technologies, 

smooth and accurate vehicle motion control plays a role of 

human cerebellum, contributing to coordination, precision, 

and accurate timing in movement-related functions 
[3]

. Good 

motion control lays foundations for the success of driverless 

cars as it directly impacts driving safety and user experience. 

Unnecessary aggressive operation on brake/throttle pedals 

and convulsion of steering wheel may scare users and kill 

trust in the system. 

In this paper, we concentrate on the servo-loop longitudinal 

motion control, also called speed tracking control, which 

manipulates brake and throttle pedals to guide a CAV to track 
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a desired speed trajectory. The desired speed profile can be 

generated offline or online through whatever applications 

such as high-level planning system, adaptive cruising control 

(ACC) or fuel-optimized eco-driving systems. Accuracy and 

smoothness are the two key performance criteria, i.e., lower 

tracking errors with no aggressive brake/throttle operations. 

Vehicle speed tracking is a typical dynamics control 

problem 
[4][5]

. The term “dynamics” implies two different 

elements: 1) the dynamics of vehicle powertrain; and 2) the 

dynamic change of disturbances—the road slope and target 

speed in this paper. Based on the involvements of these two 

elements, the existing speed tracking methods can be roughly 

classified into three categories. The first one considers neither 

the vehicle dynamics nor the disturbance model. The control 

commands are generated from tracking errors only, e.g., the 

proportional–integral–derivative (PID) design and its various 

variants 
[6][7]

. The second type usually utilizes a more accurate 

vehicle dynamics model but neglects the disturbance, 

partially due to the inexpediency in predicting future 

information for a conventional vehicle. Most controllers fall 

into this category 
[4][5][8]

; for instance, the multiple-surface 

sliding control designed by Gerdes et al. for vehicle speed and 

space control
[4]

. 

Distinguished from the aforementioned control methods, 

the third type proactively utilizes the dynamics of disturbance 

to improve speed-tracking performance. One classic 

framework is the model predictive control (MPC), which 

minimizes the gap between the target speed and the speed 

profile anticipated by the system model and disturbances in a 

finite receding horizon, and then generates the optimal 

command by repeated online optimization 
[9]

. It has the ability 

of forecasting future events (e.g., upslope) and taking control 

actions accordingly. To hold the advantage of forward 

prediction and reduce optimization load as well, this paper 

focuses on designing a preview control algorithm for speed 

tracking. This controller is capable of directly responding to 

the previewed road slope and desired speed in the form of 

feedback operations 
[11]

. Note that the servo-loop speed 

tracking control differs from the upper-level speed planning 

(e.g., in the ACC, eco-driving or HEVs’ energy management 

systems 
[10]-[12]

), even though both of them may use future 

road slope information. 

The concept of preview control was proposed on top of the 

linear quadratic optimal control theory 
[13]

. The latter requires
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prior knowledge of the reference signal over the entire infinite 

horizon; while the former can relax this requirement to a 

finite preview window, and then generates an augmented 

linear quadratic problem to achieve the optimal solutions 
[14]

. 

An example can be found in [15], in which a 

frequency-shaping preview controller is proposed for vehicle 

lane keeping control. 

The contribution of this paper is to design a 

computationally-inexpensive servo-loop preview controller 

to achieve smooth and accurate speed tracking for 

developments of automated vehicles. More specifically: 1) a 

discrete-time preview controller for vehicle speed tracking 

considering future desired speed and road slope information 

is developed. It consists of both feedback control of system 

states and feedforward operations of future disturbances. This 

controller is in an analytical form and capable of improving 

tracking accuracy and achieving more gentle and smooth 

brake/throttle actions. 2) We implemented the controller on 

the Mcity automated vehicle platform and tested it in Mcity. 

The control performance is thus verified with the on-track 

experiments. 

The remainder of this paper is organized as follows: 

Section II presents the system model for speed tracking; 

Section III shows the design of preview speed tracking 

control; the controller implementation and assessment are 

presented in Section IV. Section V concludes this paper. 

II. MODEL OF SPEED TRACKING SYSTEM 

A. Vehicle Longitudinal Dynamics Model 

The studied CAV is a hybrid electric Lincoln MKZ 

equipped with an automatic transmission. We begin by 

describing the vehicle longitudinal movement via a linear 

model and the engine/brake dynamics by a nonlinear affine 

model. When the CAV tracks a desired speed trajectory 𝑣d on 

a road with varying slope 𝜗r, the vehicle movement obeys the 

following law: 

𝑎 = 𝑣̇ = 𝜅𝛹(𝑣, 𝜙𝑡 , 𝜙𝑏) − 𝑎𝑟(𝑣) − ℊsin𝜗r (1) 

where 𝑎 and 𝑣 denote the longitudinal acceleration and speed; 

𝑎𝑟  is the road load arising from rolling resistance and 

aerodynamic drag; ℊ  is the gravity acceleration; the item 

ℊsin𝜗𝑟  is the acceleration caused by the road slope, denoted 

as 𝜗 = ℊsin𝜗r  for concision; 𝜙𝑡  and 𝜙𝑏  are the pedal 

opening levels of throttle and brake, respectively. 

The item 𝛹(∙)  stands for the nonlinear powertrain 

dynamics, including both propulsion system (i.e., engine and 

motor of the studied hybrid electric vehicle) and brake system. 

It is a function of vehicle speed 𝑣 and control inputs, i.e., 𝜙𝑡  
and 𝜙𝑏. The output of 𝛹(∙) is the total power transferred to 

the four wheels, which can be converted to acceleration with 

the lumped coefficient 𝜅 . The value 𝜅𝛹 − 𝑎𝑟  equals the 

vehicle acceleration if 𝜗 ≡ 0, and is set as the control input 𝑢 

of the speed tracking system: 

𝑢 = 𝜅𝛹(∙) − 𝑎𝑟(∙) (2) 

The road load 𝑎𝑟  is estimated by the typical second-order 

 
(a) Speed-throttle-acceleration mapping 

 
(b) Brake pedal-torque mapping 

Fig. 1.  Models of vehicle propulsion system and brake system. 

polynomial model, i.e.,  

𝑎𝑟(𝑣) = 𝛼0 + 𝛼1𝑣 + 𝛼2𝑣
2  (3) 

The propulsion/brake system is modeled by a nonlinear 

map, as shown in Fig. 1. The top subfigure shows the 

mapping between the vehicle acceleration 𝑢 and speed 𝑣 at 

different levels of throttle pedal opening 𝜙𝑡 . We generate this 

map by field experiments, in which the throttle is 

automatically controlled to maintain a fixed opening and the 

road slope is zero. The brake model, i.e., mapping between 

brake torque and pedal opening 𝜙𝑏, is shown in Fig. 1(b). 

Note that these two maps are measured at fixed pedal 

openings; the output power of dynamic operations may 

slightly deviate from the results of the steady-state operations. 

To mitigate the error, here we adopt a first-order linear time- 

invariant system to approach the dynamics, i.e., 

𝜏𝑢̇ = −𝑢 + 𝑢𝑐 (4) 

where 𝑢𝑐 is the system control input—acceleration command; 

𝑢  is the effective input; 𝜏  is the time constant. Once the 

command 𝑢𝑐 is optimized, the pedal opening levels are then 

achieved by looking up the maps 𝕄, i.e., 

(𝜙𝑡 , 𝜙𝑏) = 𝕄(𝑣, 𝑢𝑐) (5) 

As a summary, the longitudinal dynamics to be used for the 

speed tracking problem is given by 

𝑥̇ = [
0 1
0 −1/𝜏

] 𝑥 + [
0
1/𝜏
] 𝑢𝑐 + [

−1
0
] 𝜗 

= 𝒜𝑜𝑥 + ℬ𝑜𝑢𝑐 + 𝒟𝑜𝜗 

(6) 

where 𝑥 = (𝑣, 𝑢)𝑇  is the system state, 𝑢𝑐 is the control input, 

and 𝜗 is considered as the system disturbance. 

To facilitate controller design and implementation, the 

continuous system (6) is converted into a linear discrete-time 
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system with a fixed sampling period 𝛥𝜏 and the zero-order 

holder (ZOH), denoted by 

𝑥(𝑘 + 1) = 𝒜̅𝑥(𝑘) + ℬ̅𝑢𝑐(𝑘) + 𝒟̅𝜗(𝑘) 

𝑣(𝑘) = 𝒞̅𝑥(𝑘) 
(7) 

where 𝒜̅ ∈ ℝ2×2 , ℬ̅ ∈ ℝ2 , and 𝒟̅ ∈ ℝ2  are the dynamics 

matrices; 𝒞̅ = [1 0] ∈ ℝ1×2  is the system observation matrix; 

and 𝑘 represents the step sequence. 

The actuator saturation is modeled as a hard constraint 

imposed on the acceleration command 𝑢𝑐, i.e., 

𝑢𝑐 ∈ [𝑢min , 𝑢max] (8) 

B. Formulation of the Optimal Speed Tracking Problem 

To accurately and smoothly track 𝑣d , we formulate an 

optimal control problem with a cost function minimizing the 

weighted sum of speed error 𝑒𝑣  and the increment of control 

input Δ𝑢𝑐, i.e., 

𝒥 =
1

2
∑ 𝑒𝑣

𝑇(𝑘)𝑞𝑒𝑣(𝑘)
∞

𝑘=0
+ Δ𝑢𝑐

𝑇(𝑘)𝑟Δ𝑢𝑐(𝑘) (9) 

where 𝑒𝑣(𝑘) is defined by 

𝑒𝑣(𝑘) = 𝑣(𝑘) − 𝑣d(𝑘) (10) 

and the item Δ𝑢𝑐(𝑘) is the smoothness-oriented punishment; 

𝑞 ∈ ℝ and 𝑟 ∈ ℝ are positive weights. 

Since the cost function is penalizing the speed errors, we 

introduce a new state 𝑒𝑣(𝑘), with dynamics being 

𝑒𝑣(𝑘 + 1) = 𝒞̅Δ𝑥(𝑘 + 1) + 𝑒𝑣(𝑘) − ∆𝑣d(𝑘 + 1) 

Δ𝑥(𝑘 + 1) = 𝒜̅Δ𝑥(𝑘) + ℬ̅Δ𝑢𝑐(𝑘) + 𝒟̅Δ𝜗(𝑘) 
(11) 

Then the system dynamics and cost function 

correspondingly become 

𝒥 =
1

2
∑ 𝒳𝑇(𝑘)𝒬𝒳(𝑘)

∞

𝑘=0
+ Δ𝑢𝑐

𝑇(𝑘)ℛΔ𝑢𝑐(𝑘) 

s.t. 

𝒳(𝑘 + 1) = 𝒜𝒳(𝑘) + ℬΔ𝑢𝑐(𝑘) + 𝒟Δ𝜗(𝑘)

+ ℰ∆𝑣d(𝑘 + 1) 

𝒳(𝑘) = [
𝑒𝑣(𝑘)

Δ𝑥(𝑘)
] ,    𝒜 = [

1 𝒞̅𝒜̅

𝑂2×1 𝒜̅2×2
] 

ℬ = [𝒞
̅ℬ̅
ℬ̅
] ,    𝒟 = [𝒞

̅𝒟̅
𝒟̅
] ,    ℰ = [

−1
𝑂2×1

] 

𝒬 = [
𝑞 0
𝑂2×1 𝑂2×2

] ,    ℛ = 𝑟 

(12) 

where the subscripts denote the dimensions of the matrices/ 

vectors, O/I stands for the zero/identity matrix, 𝒬  is a 

semi-positive definite matrix. Both the increments of road 

slope Δ𝜗(𝑘)  and target speed ∆𝑣d(𝑘)  are regarded as 

predictable system disturbances. 

Remark 1: The problem formulation requires knowledge 

of Δ𝜗(𝑘) and ∆𝑣d(𝑘) in the infinite horizon. Instead of the 

infinite horizon, a more sensible approach is to preview 

Δ𝜗(𝑘)  and ∆𝑣d(𝑘)  only in a finite but sufficient horizon, 

denoted by  [𝑘, 𝑘 + ℕ𝜗 − 1]  and [𝑘 + 1, 𝑘 + ℕ𝑣] , 

respectively, where ℕ𝜗  and ℕ𝑣  are the numbers of preview 

steps. The values beyond the preview interval are simplified 

to be zero; namely, 𝜗(𝑘) and 𝑣d(𝑘) remain constant, i.e., 

Δ𝜗(𝑖) = 0, 𝑖 ∈ [𝑘 + ℕ𝜗 ,∞) 

∆𝑣d(𝑖) = 0, 𝑖 ∈ [𝑘 + ℕ𝑣 + 1,∞) 
(13) 

This strategy works because 𝛥𝜗  and ∆𝑣𝑑  in the long 

distance has little effect on the current control, which will be 

shown in the next Section. 

III. PREVIEW CONTROLLER DESIGN 

In this section, we design the preview controller to track a 

speed trajectory on varying road slopes. The formulated 

problem (12) is similar with but not the linear quadratic 

regulator, due to the presence of disturbances ∆𝑣d and Δ𝜗. To 

deal with the time-variant disturbances, one straightforward 

method is to numerically solve the optimization problem to 

obtain the optimal solution, while the shortcoming is that the 

numerical optimization is usually time-consuming. Differing 

from the online optimization, the preview control aims to 

convert the problem and then obtain analytical rather than 

numerical solution. It incorporates the disturbances in the 

preview horizon into the system state vector, which yields an 

augmented standard linear quadratic problem and thus 

analytic control laws. In the following, we first formulate the 

augmented system and then explore the analytic control laws. 

A. Augmented Optimal Control System 

To convert the original problem (12), we remove the 

system disturbances within the preview window (i.e., Δ𝜗 in 

[𝑘, 𝑘 + ℕ𝜗 − 1] and ∆𝑣d in [𝑘 + 1, 𝑘 + ℕ𝑣]) by transferring 

them to the system state 𝒳(𝑘) . Note that the mutually 

independent disturbances Δ𝜗 and ∆𝑣d are in the symmetrical 

form and have the same effects on the tracking system. To 

streamline presentation, only the disturbance ∆𝑣d  is 

considered in the following design, and its result will be 

extended to Δ𝜗 directly. 

The augmented state vector 𝕏(𝑘) is 

𝕏(𝑘) = [
𝒳(𝑘)

 Δ𝕍(𝑘)
] ∈ ℝ3+𝑁𝑣  

Δ𝕍(𝑘) = [Δ𝑣d(𝑘 + 1), ⋯ , Δ𝑣d(𝑘 + 𝑁𝑣)]
𝑇 

(14) 

The cost function and dynamics are accordingly 

augmented to 

𝒥 =
1

2
∑ 𝕏𝑇(𝑘)ℚ𝕏(𝑘)

∞

𝑘=0
+ Δ𝑢𝑐

𝑇(𝑘)ℝΔ𝑢𝑐(𝑘) 

s.t. 

𝕏(𝑘 + 1) = 𝔸𝕏(𝑘) + 𝔹Δ𝑢𝑐(𝑘) 

(15) 

where ℚ (semi-positive definite) and ℝ  are the augmented 

weighting matrices, 𝔸  and 𝔹  are the augmented dynamics 

matrices. They are defined as 

ℚ = [
𝒬3×3 𝑂3×ℕ𝑣
𝑂ℕ𝑣×3 𝑂

],  ℝ ≡  ℛ (16) 

1978



 

𝔸 = [
𝒜3×3 𝔼3×ℕ𝑣
𝑂ℕ𝑣×3 ℒℕ𝑣×ℕ𝑣

], 𝔼 = [ℰ3, 𝑂3×(ℕ𝑣−1)],  

ℒ = [
𝑂(ℕ𝑣−1) 𝐼(ℕ𝑣−1)×(ℕ𝑣−1)
0 𝑂1×(ℕ𝑣−1)

], 𝔹 = [
ℬ3
𝑂ℕ𝑣
] 

where ℒ  describes the mapping of the previewed target 

speeds. 

B. Preview Speed Control Algorithm 

The augmented system (16) is a standard linear time- 

invariant optimal control problem (OCP). The optimal 

control law can be solved by the dynamic programming 
[17]

. 

Here we directly present the optimal solution, i.e., 

Δ𝑢𝑐
∗(𝑘) = −(ℝ + 𝔹𝑇ℙ𝔹)−1𝔹𝑇ℙ𝔸𝕏(𝑘) 

= −𝐾𝕏(𝑘) 
(17) 

Applying Δ𝑢𝑐
∗(𝑘) to the system dynamics yields the closed–

loop state equation, i.e., 

𝕏(𝑘 + 1) = (𝐼 + 𝔹ℝ−1𝔹𝑇ℙ)−1𝔸𝕏(𝑘) 

= 𝛽𝔸𝕏(𝑘) 
(18) 

where 𝐾 ∈ ℝℕ𝑣+3  is the feedback gain vector, 𝛽  is the 

lumped matrix, and ℙ is solved from the Riccati equation, 

ℙ = ℚ + 𝔸𝑇𝛽𝑇ℙ𝔸 (19) 

Eqs. (17) and (19) deliver the optimal control of the 

proposed augmented system. To avoid solving this 

high-dimensional Riccati equation (19), the control law can 

be further streamlined by decoupling the original state 

𝒳(𝑘) and the augmented state Δ𝕍(𝑘). Here we partition the 

matrix ℙ into four sub-matrices: 

ℙ = [
𝒫 𝒫𝑣
𝒫𝑣 𝒫22

] (20) 

Then Eq. (19) can be rewritten as 

[
𝒫 𝒫𝑣
𝒫𝑣 𝒫22

] = [
𝒬 𝑂
𝑂 𝑂

] + [
𝒜 𝔼
𝑂 ℒ

]
𝑇

 

(𝐼 + [
ℬ
𝑂
]ℝ−1 [

ℬ
𝑂
]
𝑇

ℙ)
−1

ℙ[
𝒜 𝔼
𝑂 ℒ

] 

(21) 

With algebraic operations, it is simplified to 

[
𝒫 𝒫𝑣
− −

] = [𝒬 + 𝜁
𝑇𝒫𝒜  𝜁𝑇(𝒫𝔼 + 𝒫𝑣ℒ)

− −
] (22) 

where 𝜁 =  𝒜𝑇(𝐼 + 𝒫ℬℛ−1ℬ𝑇)−1. 

Based on Eq. (22), we can solve the matrix 𝒫 by 

𝒫 = 𝒬 + 𝜁𝑇𝒫𝒜 (23) 

As well as 𝒫𝑣  by 

𝒫𝑣 = 𝜁
𝑇(𝒫𝔼 + 𝒫𝑣ℒ) (24) 

Eq. (23) retains the same form with Eq. (19); it is actually 

the Riccati equation of the original system (12) without the 

preview of road slope and target speed. 

Considering the special structure of 𝔼 and ℒ  in Eq. (16), 

e.g., only the first column of 𝔼 is non-zero, we partition the 

matrix 𝒫𝑣  into ℕ𝑣 sub-column-vectors, denoted by 𝓅𝑖. Based 

on the first column of Eq. (24) we have 

𝓅1 =  𝜁𝒫ℰ (25) 

The other columns are governed by the following iteration 

arising from the sub-identity-matrix in ℒ, i.e., 

𝓅𝑖 =  𝜁𝓅𝑖−1 = 𝜁
𝑖𝒫ℰ, 𝑖 ∈ [2, ℕ𝑣] (26) 

The results of Eqs. (23) and (26) constitute the feedback 

control law by substituting them into Eq. (17): 

Δ𝑢𝑐
∗(𝑘) = −𝐾𝑠  𝒳(𝑘) − 𝐾𝑣  Δ𝕍(𝑘) 

𝐾𝑠 = (ℛ + ℬ
𝑇𝒫ℬ)−1ℬ𝑇𝒫𝒜 

𝐾𝑣 = (ℛ + ℬ
𝑇𝒫ℬ)−1ℬ𝑇(𝒫𝔼 + 𝒫𝑐ℒ) 

𝐾𝑣,𝑖 = (ℛ + ℬ
𝑇𝒫ℬ)−1ℬ𝑇𝜁𝑖−1𝒫ℰ 

(27) 

where 𝐾𝑠 ∈ ℝ
3, 𝐾𝑣 ∈ ℝ

ℕ𝑣  corresponds to ∆𝑣d in [𝑘 + 1, 𝑘 +
ℕ𝑣], 𝑖 ∈ [1,ℕ𝑣]. 

As mentioned before, the disturbances Δ𝜗 and ∆𝑣d  have 

the same form. According to their symmetry, we obtain the 

feedback rule of the previewed Δ𝜗 in [𝑘, 𝑘 + ℕ𝜗]; and then 

the controller is extended to 

Δ𝑢𝑐
∗(𝑘) = −𝐾𝑠  𝒳(𝑘) − 𝐾𝑣  Δ𝕍(𝑘) − 𝐾𝜗  ΔΘ(𝑘) 

ΔΘ(𝑘) = [Δ𝜗(𝑘), ⋯ , Δ𝜗(𝑘 + 𝑁𝜗)]
𝑇 

𝐾𝜗,𝑗 = (ℛ + ℬ
𝑇𝒫ℬ)−1ℬ𝑇𝜁𝑗−1𝒫𝒟 

(28) 

where 𝑗 ∈ [1,  ℕ𝜗]. 
Substituting 𝒳(𝑘) = [𝑒𝑣(𝑘), Δ𝑣(𝑘), Δ𝑢(𝑘)]

𝑇 into Eq. (28) 

and integrating Eq. (28) yield the final preview controller: 

𝑢𝑐
∗(𝑘) = −𝐾𝑠,1∑𝑒𝑣(𝑖)

𝑘

𝑖=0⏟        
𝐼

− 𝐾𝑠,2𝑣(𝑘)⏟    
Pseudo 𝑃

− 𝐾𝑠,3𝑢(𝑘)⏟    
𝐷

⏞                        
Feedback

 

−∑ 𝐾𝑣(𝑖)𝑣d(𝑘 + 𝑖)
𝑁𝑣

𝑖=1⏟            
Prev.  𝑣d

−∑ 𝐾𝜗(𝑗)𝜗(𝑘 + 𝑗 − 1)
𝑁𝜗

𝑗=1⏟                
Prev.  𝜗

+ 𝕀𝑜 

 (29) 

in which we assume 𝑢𝑐(−1) = 0, 𝑣(−1) = 0, and 𝑢(−1) =
0. In Eq. (29), the control consists of five parts: 

a) feedback of integral of tracking error 𝑒𝑣 ; 

b) feedback of vehicle speed 𝑣 (not 𝑒𝑣 , marked by pseudo 

P in the equation); 

c) feedback of effective command 𝑢, equals 𝑎 + 𝜗; 

d) feedback or feedforward of future target speed 𝑣d; 

e) feedback or feedforward of future road slope 𝜗. 

The first three parts are feedback controls of system states; 

the last two parts are called feedforward actions since they are 

responding to the future signals. The last item 𝕀𝑜 in Eq. (29) is 

related to the initial states of 𝑣d and 𝜗 in the first preview 

window; it can be regarded as an initial value of the integral 

operation, i.e., 

𝕀𝑜 =∑𝐾𝑣(𝑖)𝑣d(−1 + 𝑖)

𝑁𝑣

𝑖=1

+∑𝐾𝜗(𝑗)𝜗(−2 + 𝑗)

𝑁𝜗

𝑗=1

 (30) 

To better understand 𝐾𝑣  and 𝐾𝜗 , their profiles are plotted 

in Fig. 2 with the vehicle dynamics parameters listed in Table 

1. Their absolute values decrease as the preview step 

increases, meaning that the effect of future disturbances 
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becomes weaker gradually and then converges to zero. For 

the studied system, the gains beyond 20 seconds have 

approached to zero, implying that “15 to 20 seconds” is the 

proper preview horizon with contributing > 99% of the 

optima (i.e., 𝑁𝜗 , 𝑁𝑣 → ∞). 

Note that the designed speed-tracking controller has not 

considered the constraint (8) yet. This constraint can be 

converted to 

Δ𝑢𝑐(𝑘) ≤ 0, 𝑢𝑐
∗(𝑘) ≥ 𝑢max 

Δ𝑢𝑐(𝑘) ≥ 0, 𝑢𝑐
∗(𝑘) ≤ 𝑢min  

(31) 

For the augmented linear quadratic problem (15), the 

Hamiltonian ℋ is 

ℋ = 0.5[𝕏𝑇(𝑘)ℚ𝕏(𝑘) + ℝΔ𝑢𝑐
2(𝑘)] 

+𝜆𝑇(𝑘 + 1)[𝔸𝕏(𝑘) + 𝔹Δ𝑢𝑐(𝑘)] 
(32) 

This equation shows that ℋ is a quadratic convex function 

with respect to Δ𝑢𝑐(𝑘). To minimize ℋ, the optimal control 

Δ𝑢𝑐(𝑘) is the boundary of the feasible interval shown in Eq. 

(31), i.e., 𝑢𝑐 = 𝑢min  or 𝑢max if 𝑢𝑐
∗ ∉ [𝑢min , 𝑢max]. 

 
Fig. 2.  Feedforward gains of the previewed road slope and desired speed. 

C. Benchmark Controller 

The designed preview controller can degenerate into the 

pure PID controller if the preview actions are disabled, i.e., 

the future target speed and road slope are assumed to be 

constant, i.e.,  

𝑣d(𝑘 + 𝑖) = 𝑣d(𝑘), 𝑖 ∈ [0, ∞) 

𝜗(𝑘 + 𝑗) = 𝜗(𝑘), 𝑗 ∈ [0,∞) 
(33) 

Since the feedforward gains of the designed preview 

controller meet 

lim
𝑁𝑣→∞

∑𝐾𝑣(𝑖)

𝑁𝑣

𝑖=1

= (ℛ + ℬ𝑇𝒫ℬ)−1ℬ𝑇(𝐼 − 𝜁)−1𝒫ℰ = −𝐾𝑠,2 

lim
𝑁𝜗→∞

∑ 𝐾𝜗(𝑖)
𝑁𝜗

𝑖=1
= −1 − 𝐾𝑠,3 (34) 

Thus the feedback of 𝑣 (the mentioned pseudo P) and the 

preview of 𝑣d are merged into a proportional control: 

𝐾𝑠,2𝑣(𝑘) + lim
𝑁𝑣→∞

∑ 𝐾𝑣(𝑖)𝑣𝑑(𝑘 + 𝑖)
𝑁𝑣

𝑖=1
= 𝐾𝑠,2𝑒𝑣(𝑘) (35) 

The feedback of 𝑢 and the preview of 𝜗 can be merged into a 

derivative control: 

 
Fig. 3.  Automated testing vehicle (a hybrid MKZ) and testing track (Mcity). 

Table 1 Vehicle Parameters 

Definition Symbol Value 

Time constant τ 0.3 s 

Sampling period Δτ 0.04 s 

Weight of speed error q 1 

Weight of control input increment r 15/Δτ2 

Preview steps of road slope ℕ𝜗 400 

Preview steps of target speed ℕ𝑣 400 

Minimal control input umin -5 m/s2 

Maximal throttle pedal opening 𝜙𝑡 ,max 50% 

 

𝐾𝑠,3𝑢(𝑘) + lim
𝑁𝜗→∞

∑ 𝐾𝜗(𝑗)𝜗(𝑘 + 𝑗 − 1)
𝑁𝜗

𝑗=1

= 𝐾𝑠,3𝑒̇𝑣(𝑘) − 𝜗(𝑘) 

(36) 

Then the preview control degenerates into a PID control: 

𝑢𝑐
∗(𝑘) = −𝐾𝑠,1∑ 𝑒𝑣(𝑖)

𝑘

𝑖=0
− 𝐾𝑠,2𝑒𝑣(𝑘)  

−𝐾𝑠,3𝑒̇𝑣(𝑘) + 𝜗(𝑘) 

(37) 

This control will be used as the benchmark for the preview 

controller. Note that they share the same feedback gains. 

IV. CONTROLLER PERFORMANCE 

The designed preview controller and PID controller are 

implemented in this section. Their performances are then 

analyzed by both simulation and experiments. 

A. Vehicle Platform and Testing Track 

An automated vehicle platform—a Hybrid Lincoln MKZ, 

is used to implement the two controllers. It is equipped with a 

high-precision (about ±3 cm) Real Time Kinematic kit 

(RT3003 from Oxford Technical Solutions), which also 

contains an Inertial Measurement Unit (IMU). These sensors 

are capable of measuring the vehicle position, speed, and 

acceleration directly. Digital map provides the slope 

information. By-wire control module allows for automation 

of the steering wheel, throttle, brake, and transmission. The 

algorithms are implemented in Linux system with the C++ 

language. The experiments are conducted in Mcity, a 32-acre 

test facility operated by the University of Michigan. The 

testing vehicle and testing track are shown in Fig. 3. Apart 

from the vehicle propulsion and brake models shown in Fig. 1, 

the other parameters are listed in Table 1. 
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B. Comparison in Simulation 

To better observe the natures of the two controllers, we 

compare them in simulation first. The simplified vehicle 

dynamics (6) is used to approximate the real vehicle response, 

which removes the effect of model mismatch. Their control 

results of tracking a given speed profile are shown in Fig. 4. 

We highlight the following observations: 

In subfigure (a), the PID works only when the change of 

target speed has happened; this feature leads to an observable 

delay in speed response. While the preview control can take 

actions before the desired speed changes; the pre-preparation 

and the longer response time will result in smoother 

operations. We found that at around 65s, the vehicle 

accelerates slightly first but, contradictorily or intuitively, it 

should decelerate here. These reverse actions are actually 

caused by the positive feedforward gains shown in Fig. 2, 

which actually incurs the non-minimum phase feature of the 

closed-loop system. 

In subfigures (b) to (d), we can observe that the preview 

controller achieved higher tracking accuracy with gentler 

acceleration. The maximal speed tracking error is about 40% 

lower and the peak of brake is 67% lower than the results of 

PID in this case, i.e., decreasing from 0.41g to 0.135g. This 

feature will significantly improve ride comfort and user 

experience of automated cars. 

At about 100s, the road slope changes from 0 to 8 degrees 

gradually. The tracking error of preview control is about 0.9 

m/s higher than the PID; this result is reasonable because it 

minimized the given cost function (9), which pursues not only 

higher accuracy but also better smoothness. The profile ∆𝑢c 
can further imply this explanation, i.e., the acceleration of 

PID jumps suddenly. It may be achieved by tough pushing on 

the throttle pedal like a racer does, while the preview control 

operates the throttle much more gently. 

C. Experimental Results 

We applied the proposed controllers to the aforementioned 

MKZ and tested them inside Mcity. The coordinate trajectory, 

desired speed profile, and road slope are shown in Fig. 5. The 

vehicle launches at point s0, accelerates to s1, and then 

heavily brakes to s2 with fixed deceleration 0.3g. The speed 

profile after point s2 is duplicated from a human driver’s 

natural behavior. 

Testing results of the two controllers are shown in Fig. 6. In 

subfigure (a) and (b), the preview control can forecast the 

desired speed and prepare for it in advance, as a human driver 

does in real-world driving. The maximum speed error is about 

22.6% lower than the PID when tracking the hard brake 

operation around 215 m. If the desired speed is smooth (after 

300m), the two controllers achieved similar accuracy. 

One major advantage of the preview control is that it 

smoothed the control operation dramatically. This advantage 

is reflected in two aspects: 

1) Gentler operations. The mild brake and acceleration are 

used to supersede the aggressive behaviors of PID; e.g., 

the peak of deceleration drops from 0.38g to 0.1g. 

 
Fig. 4.  Control results of the preview controller and PID in simulation. 

 

Fig. 5.  Algorithms testing with the MKZ in Mcity. 

2) Smoother operations. The preview control can suppress 

the high-frequency components of the brake/throttle 

commands. In the PID control, the “differential operation” 

of speed error and the measurement noise of vehicle 

acceleration/speed usually impose glitches and bounce up 

and down on control commands. Instead of using local 

information, the preview control utilizes the future 

400-steps target speed and road slope to obtain “filtered” 

response. This “filter” function can be observed in the 

profiles of Δ𝑢𝑐 and brake/throttle pedal opening (control 

command) in Fig. 6. For example, the PID control 

switches between the brake pedal and the throttle pedal 

frequently around 400 m to track the low but dynamic 

target speed, while the preview control does much less 

frequently. 
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Fig. 6.  Experimental results of the preview control and PID control. 

V. CONCLUSIONS 

In this paper, a discrete-time preview controller was 

developed for the servo-loop speed tracking of autonomous 

vehicles. This controller is featured by the integration of 

future road slope, target speed profile, and vehicle dynamics 

in a unified augmented optimal control framework. It requires 

negligible computational loads, and is able to utilize future 

target speed and road slope in a finite horizon and generate 

control law in the analytical form. The obtained optimal 

brake/throttle control law consists of five parts, i.e., three 

feedback items— feedback of vehicle speed 𝑣 , effective 

command 𝑢 , integral of speed tracking error; and two 

feedforward items—preview of road slope and preview of 

target speed. The hundreds of gains are generated 

automatically rather than tuned by empirical rules. The 

proposed controller can degenerate into a normal PID 

controller by disabling the preview actions. The designed 

controllers were implemented and tested on an automated 

Lincoln MKZ. The testing results indicated three advantages 

of the preview controller compared to the PID, i.e., being 

capable of: 1) reducing the speed tracking errors; 2) 

significantly avoiding aggressive brake/throttle operations; 

and 3) smoothing the control behaviors. The higher accuracy, 

gentler/smoother operations, and negligible computing load 

endue the preview control with potential to deliver better 

speed tracking performances to automated vehicles. 
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